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FOREWORD	 BY	 LAURA	 KNIGHT-
JADCZYK
	

	
Earth	 Changes	 and	 the	 Human-Cosmic	 Connection:	 The	 Secret

History	 of	 the	 World,	 Book	 Three	 is	 an	 attempt	 to	 answer	 certain
questions	that	were	left	dangling	at	 the	end	of	my	last	book,	Comets
and	the	Horns	of	Moses:	The	Secret	History	of	the	World,	Book	Two,
specifically	 this	 idea	 that	 there	 is	 a	dynamic	 interaction	between	 the
actions	of	human	beings	and	the	cosmos.
	
That	 hypothesis	 emerged	 over	 time	 as	 I	 continued	 to	 research

history	with	an	eye	open	for	environmental	catastrophes	affecting	the
beginning,	development,	and	end	of	civilizations.	What	I	noticed,	as	I
organized	my	material	 into	 tables,	was	 a	 distinct	 correlation:	 in	 one
column,	 I	 would	 place	 the	 archaeological	 evidence	 for	 catastrophic
physical	 collapse,	 in	 another,	 the	 geological	 and	 astronomical	 (back
calculated)	 evidence,	 and	 in	 a	 third,	 the	 historical	 narrative	 of	what
was	 ‘going	 on’.	 The	 results	 were	 compelling	 and	 an	 entire	 volume
devoted	to	that	tabular	organization	of	the	material	is	in	preparation.

	
In	Comets	and	the	Horns	of	Moses,	a	short	section	was	devoted	to

the	 topic	of	plasma	physics	 and	how	 this	 could	provide	a	model	 for
understanding	what	the	ancients	were	reporting	in	respect	of	the	Sky
Gods	and	their	dramatic	encounters	with	the	Earth	and	humanity	but
there	was	 only	 space	 to	 cover	 this	 briefly	 and	more	 questions	were
raised	 by	 that	 short	 exposition	 that	 demanded	 answers.	 The	 main
author	of	the	present	book,	Pierre	Lescaudron,	was	my	fellow	traveler
through	those	topics	and	it	was	thanks	to	him	that	the	plasma	physics



section	 made	 any	 sense	 at	 all;	 he	 read	 my	 fumbling	 attempts	 to
articulate	what	I	was	perceiving	in	the	historical	record,	and	wrote	the
explanatory	 passages.	 So,	 it	 was	 only	 logical	 that	 he	 should	 carry
through	 on	 that	 study	 and	 attempt	 to	 answer	 the	 questions	 that	 had
emerged.	 His	 engineering	 education	 and	 knowledge	 base	 in	 these
areas	is	superior	to	my	own,	and	delightfully,	his	ability	to	explain	in
a	simple	way	helped	me	enormously	and	I	am	certain	 that	 it	will	do
the	same	for	the	reader.
	
Geophysicist,	 Amos	 Nur,	 points	 out	 that	 using	 archaeological

evidence	 to	 infer	 what	may	 have	 caused	 catastrophic	 destruction	 of
cities	and	entire	regions	is	actually	a	pretty	simple	idea	but	one	which
most	archaeologists,	guided	by	historians,	don’t	really	like.	Historians
want	 to	 ‘stick	 to	 the	 texts’,	 ignoring	 the	 strong	 evidence	 of	 textual
tampering	 in	 respect	 of	 ‘what	 really	 happened’,	 and	 the	 partnership
with	 archeologists	 has	 been	 so	 long	 established	 that	 there	 is	 stiff
opposition	 to	 bringing	 hard	 sciences	 to	 bear	 on	 their	 carefully
constructed	narratives	and	chronologies.

	
Nur’s	work	 [2]	is	an	excellent	introduction	to	the	problem	and	deals

with	 evidence	 of	massive	 earthquake	 destruction.	What	 he	 does	 not
address	 are	 the	 associated	 celestial	 phenomena	 that	 invariable
accompany	 the	 earthquakes	 in	 the	 records	 of	 the	 ancients.	 And
certainly,	 what	 neither	 he,	 nor	 individuals	 from	 other	 disciplines
address,	are	the	strong	signal	correlations	between	human	behavior	on
the	 mass	 scale	 and	 cosmic	 apparitions	 followed	 by	 cataclysmic
destruction.
	
The	problem,	 as	 becomes	 clear	 in	 the	 present	 book,	 is	 the	 intense

pressure	 on	 historians,	 political	 scientists,	 ecologists,	 archaeologists,
to	describe	major	disasters	 in	history	as	being	due	 to	human	causes.
The	 most	 visible	 modern	 promoter	 of	 this	 view	 is	 Jared	 Diamond
who,	 in	 his	 analysis	 [3]	 of	 societies	 collapse,	 never	 even	 mentions



earthquakes	or	volcanic	eruptions,	much	less	cosmic	influences.
	

Earth	Changes	and	 the	Human-Cosmic	Connection	will	 show	you
why	 politically	 controlled	 science	 needs	 to	 ascribe	 massive
destruction	to	human	causes	rather	than	to	the	whims	of	Nature	or	the
‘Anger	of	the	Gods’.	It	also	posits	that	there	is	a	connection	between
human	beings,	Nature,	the	Cosmos	and	disasters	on	Earth	and	seek	to
explain	 how	 this	 can	 be	 understood	 scientifically.	 Interestingly,	 the
conclusion	 is	 that,	 yes,	 humans	 are	 probably	 one	 of	 the	 causes,	 but
definitely	 not	 in	 the	 way	 that	 has	 been	 proposed	 hitherto.	 What	 is
more,	 the	very	denial	of	 this	 fact	may	contribute	 significantly	 to	 the
level	 of	 devastation.	 The	 widespread	 scientific	 bias	 against
recognizing	 the	 effects	 of	 cosmic	 influences	 on	 the	 history	 of
humanity	reflects	a	deep	pathology	in	the	human	mass	psyche.
	
When	 the	 political	 leaders	 of	 those	 ancient	 times	 began	 to	 form

coalitions	with	 the	 religious	 leaders	 in	order	 to	 ideologically	support
their	cravings	for	domination	and	control	and	self-aggrandizement,	it
was	 the	beginning	of	 the	end.	The	result	of	 the	 rampant	 imperialism
manifested	by	 the	pathologically	 infiltrated	Bronze	Age	civilizations
was	 near	 total	 destruction	 of	 everything	 and	 everybody	 though
certainly,	as	we	noted	 in	 the	previous	volume,	such	cosmo-planetary
phase	 transitions	may	 take	 place	 over	 a	 protracted	 (to	 us)	 period	 of
time.	But,	at	some	point,	things	can	–	and	do	–	change	very,	very	fast,
on	a	very	 large	scale,	even	 in	a	single	day,	as	Plato	suggested	 in	his
story	of	Atlantis.	More	terrifying	still	is	that	the	same	thing	happened
again	about	1500	years	ago	bringing	the	Roman	Empire	to	an	end.

	
Scientists	 and	historians	 today	may	 argue	 that	 there	 is	 insufficient

evidence	or	 that	 the	theory	cannot	be	tested	–	falsified	–	that	cosmic
disasters	can	change	the	course	of	human	history	or	bring	civilizations
to	their	knees.	They	claim	that	the	historical	evidence	says	otherwise:
societies	respond	to	‘minor	disasters’	by	rebuilding	and	carrying	on	as



before	–	that’s	what	their	rewritten	histories	tell	them.	But	that	is	not
really	 the	 case,	 as	 we	 will	 see	 from	 a	 couple	 of	 historical	 studies
included	in	this	book	that	include	evidence	that	the	historians	exclude
or	 ignore,	 and	 the	more	massive	historical	 study	 coming	 in	 the	next
volume	of	the	Secret	History	series	will	provide	even	more.	There	is
abundant	 evidence	 that	 political	 instability,	 extended	 warfare,	 mass
hysteria,	 are	 strongly	 correlated	 to	 earthquakes,	 climate	 change,	 and
Celestial	apparitions	which	may	interact	with	our	planet	and	societies
far	 more	 frequently	 and	 destructively	 than	 modern	 historians
acknowledge.
	
The	purpose	of	the	present	book	is	to	show	how	it	can	happen,	that

it	 HAS	 happened,	 and	 that	 we	 may	 very	 well	 experience	 it	 again
rather	soon.	And	it	does	it	very	well!
	
	
Laura	Knight-Jadczyk

	



Footnotes
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PREFACE
	

	
I	 began	writing	 the	material	 that	would	 become	 the	 basis	 for	 this

book	 in	 October	 2010.	 Initially	 it	 was	 supposed	 to	 be	 an	 article	 to
provide	some	tentative	explanations	for	the	unusually	heavy	snowfall
in	 the	 northern	 hemisphere	 before	winter	 had	 even	 started.	 Nothing
more.
	
So	I	read	here	and	there	about	the	role	the	jet	stream	probably	plays

in	our	planet’s	weather.	This	exposed	me	 to	 the	electrical	dimension
of	weather	events,	and	from	there	I	began	studying	electricity’s	role	in
various	 natural	 and	 astrophysical	 phenomena	 (‘Electric	 Universe
Theory’).	 A	 few	 months	 later,	 the	 Dot	 Connector	 Magazine	 [4]
published	my	article	dealing	with	these	specific	topics,	‘Jet	Stream:	Is
an	ice	age	imminent?’
	
But,	 as	 is	 often	 the	 case,	 writing	 this	 first	 article	 brought	 more

questions	 than	 answers.	 Why	 was	 the	 Sun’s	 activity	 dropping	 so
dramatically?	 What	 is	 the	 cause	 of	 solar	 cycles?	 What	 is	 the	 role
played	by	the	oceanic	current?	What	 is	 the	effect	of	 these	factors	on
climate	 cycles	 and	 weather	 patterns?	 What	 hidden	 factors	 are
involved?
	
I	 concluded	 my	 article	 by	 announcing	 my	 intention	 to	 write	 a

follow-up	 addressing	 these	 questions.	 This	 second	 article	 would
hopefully	provide	satisfactory	answers	that	would	wrap	everything	up;
case	closed.	Famous	last	words!

	
As	I	began	pulling	on	the	threads	of	the	Electric	Universe	theory,	I



realized	 that	 this	exercise	was	going	 to	 take	much	 longer	and	would
be	 more	 complicated	 than	 I	 had	 expected.	 On	 top	 of	 that,	 a
fundamental	 paradox	 emerged:	 the	 Sun	 was	 eerily	 quiet,	 while	 the
main	driver	of	 solar	activity,	namely	cometary	activity	 (as	 I’ll	 argue
later	on)	was	reaching	levels	never	seen	in	the	modern	age.
	
This	 led	me	 to	consider	existing	 ideas	about	our	Sun’s	companion

star	 (‘The	 Nemesis	 Theory’)	 and	 an	 accompanying	 (theorized)
cometary	swarm.	To	date,	 it	remains	the	only	solution	I	can	think	of
that	adequately	explains	and	 reconciles	 lasting	 reduced	solar	activity
concomitant	with	 increased	 cometary	 activity.	We’ll	 come	 to	 this	 in
more	detail	further	on.

	
In	 the	 course	 of	 my	 additional	 research,	 I	 stumbled	 upon	 the

L’Aquila	 trial.	 In	April	2009,	a	magnitude	6.3	earthquake	struck	 the
town	 of	 L’Aquila,	 Italy.	 Of	 course,	 earthquakes	 occur	 rather
frequently	 in	 Italy,	 but	 this	 one	 was	 peculiar	 because	 it	 had	 been
correctly	predicted	by	a	 scientist	named	Gioacchino	Giuliani.	A	 few
weeks	before	the	catastrophe,	Giuliani	had	driven	around	the	Province
of	 L’Aquila	 in	 his	 truck	 equipped	 with	 speakers,	 warning	 the	 local
population	 of	 the	 impeding	 danger.	 After	 Giuliani	 made	 his
prediction,	 but	 before	 the	 quake	 occurred,	 the	 local	 authorities
launched	 a	 witch-hunt	 against	 him.	 Even	 Italian	 Prime	 Minister
Berlusconi	 became	 directly	 involved,	 and	 finally	 Giuliani	 was
condemned	and	forced	to	remove	the	website	displaying	his	scientific
tests	and	predictions.	The	mainstream	dogma	prevailed:	earthquakes
(like	many	other	natural	phenomena)	are	unpredictable.
	
But	when	 the	 earthquake	 occurred	 almost	 exactly	 as	Giuliani	 had

predicted,	everything	changed.	Three	hundred	people	were	killed	and
the	 inhabitants	 of	 the	 area	 were	 understandably	 upset,	 because	 the
authorities	 had	 reassured	 them	 that	 there	was	 no	 danger.	They	were
also	 very	 angry	 about	 what	 had	 happened	 to	 Giuliani	 who	 had	 not



only	been	right	about	his	prediction,	but	had	cared	enough	about	 the
people	to	try	to	warn	them.

	
The	 authorities	 found	 themselves	 in	 a	 decidedly	 uncomfortable

situation	and	looked	for	a	scapegoat.	In	October	2012,	seven	members
of	the	Italian	National	Commission	for	the	Forecast	and	Prevention	of
Major	 Risks	 were	 each	 sentenced	 to	 six	 years’	 imprisonment	 after
being	 convicted	 of	 multiple	 manslaughter	 for	 downplaying	 the
likelihood	of	a	major	earthquake	during	tremors	felt	six	days	prior	to
the	 event.	 In	 effect,	 they	were	 condemned	 for	 failing	 to	 predict	 the
L’Aquila	earthquake!
	
The	 L’Aquila	 trial	 followed	 a	 pattern	 I	 had	 observed	 repeatedly

while	 investigating	 the	 ‘manmade	 global	 warming’	 scam.	 In	 both
cases,	we	 find	 the	 authorities	 covering	 up	what	 is	 really	 happening:
global	 cooling	 instead	 of	 global	 warming,	 and	 an	 increase	 in	 the
number	of	earthquakes	instead	of	constant	frequency.	In	addition,	the
authorities	were	 lying	 about	 the	 causes:	 cosmically	 induced	 cooling
vs.	manmade	warming,	 cosmically	 induced	quakes	vs.	 unpredictable
quakes.

	
Struck	by	this	similarity,	I	began	to	wonder	if	this	modus	operandi

might	 apply	 to	 other	 phenomena	 besides	 just	 climate	 change	 and
earthquakes.	 As	 I	 eventually	 discovered,	 a	 number	 of	 ‘new
phenomena’	 are	 being	 covered	 up	 in	 a	 similar	 fashion.	 Noctilucent
clouds,	 sinkholes,	 floods,	 record	 low	 temperatures,	contrails	 forming
in	unusually	icy	lower	atmosphere	layers,	strange	sounds,	fireballs,	a
weakening	 jet	 stream	 and	 a	 stalling	 Gulf	 Stream	 are	 all	 occurring
more	 and	 more	 frequently	 around	 the	 globe,	 while	 the	 mainstream
media	consistently	downplay	their	significance	and	write	them	off	as
totally	unrelated	or,	worse,	due	to	anthropogenic	global	warming.
	
After	 looking	 into	 these	 phenomena,	 it	 was	 clear	 to	 me	 that	 a



hypothetical	 solar	 companion	 and	 accompanying	 cometary	 swarm
approaching	the	solar	system	could	explain	these	allegedly	manmade
and	unrelated	anomalies,	which	now	appeared	to	be	intimately	related
to	each	other	and	unlikely	to	be	related	to	human	activity.	So,	with	all
these	discoveries	and	the	evidence	I	had	collected,	it	seemed	that	the
case	could	be	closed	and	the	book	finally	ready.

	
However,	before	adding	 the	 finishing	 touches	 to	 the	manuscript	 in

preparation	for	publication,	I	spent	some	time	helping	Laura	Knight-
Jadczyk	 on	 her	 recently	 published	 book,	 The	 Secret	 History	 of	 the
World	Vol.	 II:	Comets	 and	 the	Horns	 of	Moses.	 This	 book,	 and	 the
forthcoming	 volumes	 in	 the	 series,	 present	 a	 fascinating	 thesis:	 that
there	 is	 a	 positive	 correlation	 between	 the	 evil	 deeds	 committed	 by
imperialistic	powers	and	the	occurrence	of	‘cosmic’	catastrophes	that
end	up	destroying	the	very	Empire	that	both	causes	them	and	covers
them	up	(or	blames	them	on	scapegoats).
	
An	 incredible	 number	 of	 historical	 records,	 testimonies	 and

archeological	 data	 have	 been	 compiled,	 analyzed	 and	 cross-
referenced,	showing	that	this	human-cosmic	feedback	mechanism	has
occurred	 time	 and	 again	 throughout	 the	 entire	 history	 of	 humanity.
This	phenomenon	is	so	obvious	when	organized	in	a	statistical	format,
and	so	prevalent,	that	I	think	it	should	be	considered	the	main	driver
of	evolution,	devolution	and	even	human	life	on	Earth.

	
Before	 these	 staggering	 discoveries,	 I	 had	 assumed	 that	 the	 Sun’s

companion	 and	 its	 accompanying	 cometary	 swarm,	 if	 they	 existed,
were	 most	 likely	 following	 a	 predictable	 orbit	 solely	 ruled	 by
mechanistic	laws.	It	was	a	neat	and	simple	conclusion,	but	the	above-
mentioned	 feedback	mechanism	opened	a	whole	new	can	of	worms:
Can	 the	 violence	 and	 the	 lies	 spread	 by	 powerful	 elites	 somehow
trigger	 cosmic	 reactions?	 Does	 human	 consciousness	 have	 any
influence	 on	 matter	 as	 has	 been	 suggested	 by	 some	 physicists,



occurring	at	the	microcosmic	level?	How	does	the	observer	influence
the	 observed	 event	 at	 the	 macrocosmic	 level?	 Does	 a	 group	 of
individuals	 (the	world	population,	 for	example)	have	more	 influence
on	 an	 observed	 event	 when	 they	 all	 ‘resonate’	 on	 the	 same	 belief
frequency?	What	 happens	when	 those	 beliefs	 are	 lies,	 orthogonal	 to
the	reality?	And	finally,	if	all	the	above	is	correct,	what	can	we	do	to
alter	the	bleak	future	that	such	an	idea	suggests?
	
In	 a	 nutshell,	 the	 sequence	 of	 questions	 and	 discoveries	 described

above	is	the	outline	of	the	book	you’re	about	to	read.
	

I	will	begin	by	covering	some	basic	ground	on	the	Electric	Universe
theory	 in	Part	 I,	 showing	 the	 forces	at	work	 in	our	 solar	 system	and
beyond,	 including	 plasma	 dynamics,	 electric	 discharge,	 double-layer
plasma	 sheaths,	 and	 how	 these	 phenomena	 apply	 at	 planetary,	 solar
and	galactic	levels.
	
In	Part	II,	I	will	focus	on	the	Nemesis	theory	and	how	it	fits	into	the

Electric	 Universe	 model,	 connecting	 it	 with	 both	 the	 increase	 in
cometary	activity	of	recent	years	and	the	decrease	in	solar	activity.	I
also	 introduce	 the	 topic	of	 cyclical	 extinctions	caused	by	encounters
with	comets	following	various	cycles.

	
Part	 III	moves	 closer	 to	 home,	 focusing	 on	 the	 effects	we	 should

expect	 to	 find	 on	 Earth	 if	 such	 a	 scenario	 is	 true,	 including	 a
slowdown	of	the	Earth’s	rotation,	an	increase	in	earthquakes,	fireballs
and	 meteors	 in	 our	 atmosphere,	 meteorite	 impacts	 on	 the	 ground,
volcanic	 eruptions	 and	 sinkholes,	 global	 cooling,	 disruptions	 of	 the
Gulf	Stream	and	 the	 jet	 streams,	more	 frequent	hurricanes,	 lightning
and	tornadoes,	floods,	droughts,	strange	and	new	types	of	clouds	and
anomalous	 sounds,	 crop	 failure,	 and	 pole	 shifts.	 In	 fact,	 all	 of	 these
phenomena	are	now	on	record,	as	I	will	show.
	



Finally,	 in	 Part	 IV,	 I	 take	 my	 analysis	 even	 closer	 to	 home,
explaining	 the	 human-cosmic	 connection	 as	 it	 operates	 in	 human
history.	I	reintroduce	the	forgotten	concept	of	the	Mandate	of	Heaven
and	 describe	 how	 it	 was	 progressively	 erased	 from	 human
understanding	and	history,	focusing	on	the	medieval	Dark	Ages	when
an	 enormous	 cover-up	 took	 place,	 engineered	 by	 religion.	 Then	 I
describe	the	possible	science	behind	this	phenomenon,	with	data	from
quantum	 theory,	 information	 theory,	 and	 psi	 research,	 finally
summing	it	all	up	and	suggesting	what	our	future	may	have	in	store,
and	what	we	can	do	about	it.

	
Now	 that	 you	 know	 the	 path	 we	 are	 going	 to	 follow,	 you	 can

already	foresee	that	we	will	address	a	broad	variety	of	scientific	fields.
In	particular,	we	will	 rely	on	 several	 research	 fields,	 some	of	which
are	 still	 considered	 relatively	 unorthodox,	 namely	 plasma	 physics,
plasma	 cosmology,	 and	 information	 theory.	 These	might	 sound	 like
big	 and	 complicated	 topics,	 but	 I	 assure	 you	 that	 they	 will	 be
presented	in	a	way	that	is	informative	and	easy	to	understand.
	
The	 whole	 book	 should	 be	 accessible	 to	 any	 lay	 reader.	 For	 this

reason,	 numerous	 graphics	 and	 charts	 will	 complement	 the	 written
material,	 which	 will	 itself	 be	 divided	 into	 short,	 ‘easily	 digestible’
chapters.	 Throughout	 the	 course	 of	 the	 book,	 I	 will	 attempt	 to
elaborate	 working	 hypotheses	 that	 might	 provide	 answers	 to	 the
above-mentioned	 questions.	 These	 are	 of	 course	 just	 hypotheses.
Testing	them	against	 the	facts	and	observations	should	show	us	how
reliable	they	are.

	
My	goal	with	 this	 book	 is	 simply	 to	 state	 those	 hypotheses,	 bring

together	some	existing	scientific	results	and	observations	collected	by
various	 researchers,	 establish	 some	 connections	 between	 seemingly
unrelated	facts	and	suggest	some	causation	in	supposedly	independent
phenomena.	I	hope	it	will	inspire	readers	to	discover	more	about	these



crucial	 and	 fascinating	 topics	 and	 to	 improve	 and	 expand	 our
knowledge	of	them.
	
This	 book	 doesn’t	 claim	 any	 kind	 of	 fully	 developed	 theory,

groundbreaking	discovery	or	immutable	truth.	For	that	I	should	have
elaborated	 full	 mathematical	 equations,	 conducted	 lab	 experiments
and	followed	a	true	scientific	methodology.	This	is	not	the	case.	To	be
honest,	 I	 would	 need	 years	 to	 acquire	 the	 proper	 knowledge	 and
conduct	the	necessary	experiments,	and	from	my	limited	perspective,
I	don’t	think	we	have	that	much	time	left!

	
So,	there	are	probably	mistakes	in	this	book.	But	what	I	am	sure	of

is	 that	 its	content	 is	much	closer	 to	reality	 than	what	 is	conveyed	by
mainstream	science	about	our	planet,	our	Sun,	and	the	cosmos.	With
all	 that	 said,	 let’s	 jump	 right	 in,	 beginning	 with	 some	 history
concerning	 mainstream	 cosmology	 and	 the	 emergence	 of	 plasma
cosmology.
	



Footnotes

[4]:	Issue	#13,	www.thedotconnector.org/mag/
	



PART	1

ELECTRICITY	AND	PLASMA
	



CHAPTER	1:	THE	MAINSTREAM
UNIVERSE	VS.	THE	ELECTRIC

UNIVERSE
	

	
	
According	 to	 conventional	 space	 science,	 the	 movements	 of	 the

bodies	within	 the	 solar	 system	are	exclusively	 ruled	by	gravitational
laws.	German	astronomer	Johannes	Kepler	established	his	three	laws
of	planetary	motion	in	 the	beginning	of	 the	17th	century,	 [5]	at	a	 time
when	 electricity	 was	 virtually	 unknown.	 Benjamin	 Franklin	 [6]

conducted	his	famous	kite	experiment	150	years	later.
	

Figure	1:	The	astral	movements	by	Newton.	A	mechanistic	worldview

where	life	is	a	linear	system	in	which	all	events	can	be	reduced	to

and	explained	as	matter	in	motion.	(©	Unknown)

	



So,	 in	 the	 mainstream	 Book	 of	 Reality,	 gravity	 rules	 the	 solar
system.	 Additionally,	 the	 Sun’s	 output	 is	 mostly	 photon	 radiation;
space	 is	 a	 perfect	 vacuum;	 earthquakes	 are	 due	 to	 plate	 tectonic
movements;	 weather	 events	 are	 due	 to	 air	 temperature	 or	 pressure
differences	 (or	 both);	 human	 activity	 and	 cosmic	 events	 are	 totally
uncorrelated.
	
Over	 the	 last	 several	 centuries,	 science	 has	 produced	 an	 elaborate

conceptual	 framework	 to	 rationalize	 and	 explain	 most	 natural
phenomena	 (including	many	 not	mentioned	 in	 the	 short	 list	 above).
According	 to	 mainstream	 science,	 we	 are	 living	 in	 a	 clockwork
universe	 made	 of	 predictable	 events	 and	 undisturbed	 celestial
movements.	 The	 solar	 system	 is	 a	 cosmic	 sanctuary,	 harmoniously
animated	 by	 mechanical	 laws.	 Life	 on	 Earth	 flows	 like	 an
uninterrupted,	 quiet,	 linear	 river,	 and	 evolution	 proceeds
incrementally	 over	 thousands	 of	 generations	 in	 this	 relatively
uneventful	environment.

	
The	problem	is,	this	clockwork	model	of	the	universe	has	numerous

inconsistencies	and	fails	to	explain	several	observable	phenomena.	In
particular,	 during	 the	 past	 few	 years	 there	 has	 been	 an	 increase	 in
unusual	and	extreme	phenomena	that	don’t	conform	to	 the	dominant
dogmas.	 When	 a	 new	 phenomenon	 of	 this	 type	 is	 observed,
mainstream	 science	 simply	 attempts	 to	 force-fit	 the	 observed	 facts
into	the	pre-existing	theories,	even	when	those	theories	are	inadequate
to	account	for	the	new	phenomenon.
	
When	 twisting	 the	 theories	or	 the	 facts	 is	not	 enough,	mainstream

science	 comes	 up	 with	 convoluted	 explanations,	 paradoxical
statements	or	theories	so	complicated	or	abstract	that	they	can’t	even
be	 understood	 or	 tested.	 In	 other	 cases,	 mainstream	 science	 just
remains	silent	when	confronted	with	an	observation	–	an	ugly	fact	–
that	clearly	doesn’t	fit	 the	dominant	paradigm,	or	worse,	threatens	to



shake	its	very	foundations.
	

While	 the	 media	 and	 most	 of	 the	 scientific	 community	 were
hammering	 this	 clockwork	 universe	model	 into	 the	 people’s	minds,
another	group	of	prominent	scientists	could	see	the	problems	inherent
in	 the	 conventional	 explanations	 and	 sought	 more	 valid	 models:
something	 that	 could	 account	 for	 a	 wider	 range	 of	 facts.	 These
scientists	were	attempting	to	understand	the	nature	of	the	universe	by
acknowledging	its	main	components:	electricity	and	plasma.
	
Traces	of	this	movement	can	be	found	in	the	late	19th	century,	when

Scientific	American	published	an	article	stating	that	Professor	Zollner
of	 Leipzig	 ascribed	 the	 ‘self-luminosity’	 of	 comets	 to	 ‘electrical
excitement.’	Zollner	proposed	that:
	

…	the	nuclei	of	comets,	as	masses,	are	subject	to	gravitation,	while
the	vapors	developed	from	them,	which	consist	of	very	small	particles,
yield	to	the	action	of	the	free	electricity	of	the	sun…

	
Then,	regarding	comet	tails,	 the	August	11th	1882	issue	of	English

Mechanic	and	World	of	Science	included	the	following:
	

There	seems	to	be	a	rapidly	growing	feeling	amongst	physicists	that
both	the	self-light	of	comets	and	the	phenomena	of	their	tails	belong	to
the	order	of	electrical	phenomena.

	
In	1896,	Nature	published	an	article	stating:

	
It	has	long	been	imagined	that	the	phenomenon	of	comet’s	tails	are

in	some	way	due	to	a	solar	electrical	repulsion,	and	additional	light
is	thrown	on	this	subject	by	recent	physical	researches.

	



Figure	2:	Hannes	Alfven,	father	of	plasma	cosmology	and	winner	of

the	Nobel	Prize	in	Physics,	1970.	(©	Nobel)

	
For	decades	the	‘electric	plasma’	school	pursued	its	research	out	of

the	 media	 spotlight	 and	 without	 major	 research	 grants.	 Irving
Langmuir,	[7]	winner	of	the	Nobel	Prize	in	Chemistry	in	1932,	Kristian
Birkeland,	seven-time	Nobel	Prize	nominee,	[8]	and	Hannes	Alfven,	[9]
winner	of	 the	Nobel	Prize	 in	Physics	 in	1970,	can	be	considered	 the
founding	fathers	of	Plasma	Cosmology.	The	three	of	them	conducted
numerous	 laboratory	 experiments	 on	 plasma	 properties	 and
extrapolated	 their	 results	 through	 scalability	 (we’ll	 clarify	 this	 point
soon	in	Chapter	6)	to	cosmological	phenomena.
	
This	 is	one	difference	between	mainstream	cosmology	and	plasma

cosmology.	The	latter	can	test	its	hypotheses,	and	therefore,	elaborate
theories.	In	contrast,	mainstream	cosmology,	with	its	‘big	bang’,	dark
matter,	 dark	 energy,	 matter-generating	 black	 holes,	 three-flavoured
neutrinos	and	neutron	stars,	creates	new	ad	hoc	concepts	 that	cannot
be	 tested!	 These	 ideas	 should	 remain	 what	 they	 are:	 scientific
speculation.

	
For	example,	dark	matter	has	never	been	observed	in	the	universe;	it

was	proposed	simply	as	a	way	to	balance	out	equations	that	suggested
the	 universe	 must	 have	 more	 matter	 than	 is	 readily	 observable.	 As
retired	 professor	 of	 electrical	 engineering	 Donald	 E.	 Scott	 puts	 it,



quoting	Princeton	University	cosmologist	Jim	Peebles:
	

It’s	 an	 embarrassment	 that	 the	 dominant	 forms	 of	 matter	 in	 the
universe	are	hypothetical.’	I	suggest	 that	 these	dominant	forms	are	in
the	 category	 of	 particle	 known	 as	 Fabricated	 Ad	 hoc	 Inventions
Repeatedly	 Invoked	 in	 Efforts	 to	 Defend	 Untenable	 Scientific
Theories	(FAIRIE	DUST).	[10]

	
The	point	is	not	to	discard	Newton’s	or	Kepler’s	laws	(i.e.	gravity)

but	 to	 acknowledge	 that	 other	 forces	 are	 also	 at	 work,	 in	 particular
electromagnetic	 forces.	 In	 some	 cases,	 gravitational	 forces	 are	 even
negligible	compared	to	electromagnetism,	as	we	are	going	to	see.
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CHAPTER	 2:	 ELECTROMAGNETIC
FORCES	 VS.	 GRAVITATIONAL
FORCES
	

As	we’ve	 seen	 above,	 according	 to	mainstream	 science,	 gravity	 is
the	main	 force	 controlling	 the	 behavior	 of	 celestial	 bodies.	Usually,
electromagnetic	 forces	 are	 considered	 nonexistent	 or	 negligible	 at
best.	However,	electromagnetic	forces	are	stronger	than	gravitational
forces	 by	 a	 magnitude	 of	 1039	 (i.e.	 not	 39	 times	 stronger,	 but	 1-
followed-by-39-zeros	 times	 stronger),	 making	 electromagnetism	 the
de	facto	‘driving	force’	in	our	universe.

	
The	 comparative	 strength	 of	 gravity	 and	 electricity	was	 illustrated

by	the	oil	drop	experiment	designed	by	Robert	Millikan	[11],	winner	of
the	Nobel	Prize	 in	Chemistry	 in	1923	(see	diagram	below).	Millikan
demonstrated	that	an	oil	drop	charged	with	only	one	electron	(thanks
to	 X-ray	 ionization)	 can	 be	 lifted	 up	 by	 the	 electromagnetic	 force
when	exposed	to	a	strong	electric	field.	 [12]	Thus,	the	electromagnetic
force	 exerted	 on	 one	 single	 electron	 can	 overcome	 the	 gravitational
pull	exerted	by	the	whole	planet	on	the	oil	droplet.
	

Figure	3:	Schematic	diagram	of	Millikan's	experiment.	The	electric

pull-up	of	one	single	electron	balances	the	phenomenally	weak



(relatively	speaking)	gravitational	force	exerted	by	the	whole

planet	on	the	oil	drop.	(©	Theresa	Knott)

	
To	be	precise,	Millikan’s	pulverized	oil	droplets	are	much	smaller

than	oil	drops.	Typically	a	droplet	is	0.1	microns	in	radius	[13]	while	a
drop	is	about	1000	microns	(1	millimeter).	Since	there	are	about	1021
atoms	 in	 one	 single	 drop	 of	water,	 [14]	 one	 droplet	 contains	 roughly
1017	atoms.	So	Millikan	showed	that	the	electromagnetic	force	exerted
by	 one	 single	 electron	 could	 counteract	 the	 weight	 (i.e.	 the
gravitational	force)	of	1017	atoms.
	
The	prevalence	of	 electromagnetic	magnetic	 forces	over	gravity	 is

even	more	striking	when	distance	increases:
	

The	 strength	of	 the	magnetic	 field	produced	by	 an	 electric	 current
(e.g.,	a	cosmic-sized	Birkeland	current)	falls	off	inversely	as	the	first
power	 of	 the	 distance	 from	 the	 current.	 Both	 electrostatic	 and
gravitational	forces	between	stars	fall	off	inversely	as	the	square	of
the	distance.	[15]

	
To	use	a	concrete	example,	when	electromagnetic	forces	are	divided

by	100	(102)	because	of	the	distance	between	two	bodies,	gravitational
forces	 are	 divided	 by	 10,000	 (104)	 because	 of	 the	 same	 distance.
While	gravity	might	play	a	significant	role	along	with	electromagnetic
forces	within	celestial	bodies,	 for	distant	 interactions	between	bodies
(star-star,	 star-planet,	 star-comet,	 etc.)	 gravitation	 is	 generally
negligible	and	electromagnetic	forces	become	the	main	player.
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CHAPTER	3:	WHAT	IS	PLASMA?
	

Before	going	any	further,	let’s	introduce	one	of	the	main	characters
of	 this	 book,	 namely	 ‘plasma’,	 or	 ionized	 gas.	 To	 understand	 the
electric	nature	of	the	universe	we	first	have	to	comprehend	the	nature
of	 its	 prime	 constituent.	 Irving	 Langmuir	 coined	 the	 term	 ‘plasma’
after	the	resemblance	of	ionized	gas	to	living	blood	cells.	Indeed,	the
life-like	properties	of	plasma	 [16]	are	quite	unusual	compared	to	other
states	of	matter:
	

At	 the	 Berkeley	Radiation	 Laboratory,	 [David]	 Bohm	 began	what
was	 to	 become	 his	 landmark	 work	 on	 plasmas.	 A	 plasma	 is	 a	 gas
containing	 a	 high	 density	 of	 electrons	 and	 positive	 ions,	 atoms	 that
have	 a	 positive	 charge.	 To	 his	 amazement	 he	 found	 that	 once	 they
were	in	a	plasma,	electrons	stopped	behaving	like	individuals	and
started	 behaving	 as	 if	 they	 were	 part	 of	 a	 larger	 and
interconnected	 whole.	 Although	 their	 individual	 movements
appeared	random,	vast	numbers	of	electrons	were	able	to	produce
effects	 that	were	surprisingly	well-organized.	Like	some	amoeboid
creature,	 the	 plasma	 constantly	 regenerated	 itself	 and	 enclosed	 all
impurities	in	a	wall	in	the	same	way	that	a	biological	organism	might
encase	 a	 foreign	 substance	 in	 a	 cyst.	 So	 struck	 was	 Bohm	 by	 these
organic	 qualities	 that	 be	 later	 remarked	 he’d	 frequently	 had	 the
impression	the	electron	sea	was	‘alive’.	[17]

	



Figure	4:	Various	kinds	of	plasma	displayed	according	to	their

temperature	and	electron	density.	(©	Wikipedia	commons)

	
Alive	 or	 not,	 plasma	 is	 the	most	 common	 phase	 of	 matter	 in	 the

universe,	both	in	terms	of	mass	and	volume.	It	constitutes	99%	of	the
visible	universe	 [18]	and	is	therefore	far	more	prevalent	than	the	three
other	phases:	solid,	liquid,	and	gas.	All	stars	are	made	of	plasma,	and
even	 interstellar	 space	 is	 filled	with	 plasma.	The	 chart	 below	 shows
that	 plasmas	 occur	 in	 all	 kinds	 of	 environments,	 temperatures	 and
states	 of	matter.	 Even	metals	 are	 categorized	 as	 plasmas,	 since	 they
are	 (solid)	matter	with	 free	dissociated	electrons	 [19]	 (see	 top	 left	of
figure	4).
	
Paradoxically,	plasma,	the	most	common	state	of	matter,	is	also	the

least	mentioned	and	least	studied.	While	students	of	the	hard	sciences
are	 taught	 in	 detail	 the	 properties	 of	 solids,	 liquids	 and	 gases,	 not
much	is	said	about	plasma.	So,	let’s	try	to	do	it	some	justice.

	
Plasma	 is	matter	 (usually	a	gas,	but	 it	 can	also	be	a	 solid	or	a



liquid)	where	a	specific	portion	of	the	particles	has	been	ionized.
An	 ionized	 particle	 is	 a	 particle	 that	 has	 lost	 one	 or	 more	 of	 its
electrons.	So	while	a	‘normal’	gas	is	made	of	non-ionized	particles,	a
plasma	 is	 made	 of	 dissociated	 positive	 particles	 and	 negative
electrons.
	
In	 the	 above	 definition,	 the	 term	 ‘particle’	 can	 stand	 for	 either

‘molecule’	or	‘atom’.	Let’s	take	the	example	of	an	atom	of	hydrogen
(H)	–	as	depicted	on	figure	5	–	which	is	made	of	one	proton	(i.e.	the
nucleus)	and	one	electron	orbiting	around	the	nucleus	(see	left	part	of
figure	5).	If	the	atom	of	hydrogen	is	ionized,	the	nucleus	(proton)	will
be	separated	from	the	electron	(see	right	side	of	figure	5).
	

Figure	5:	The	difference	between	a	gas	and	a	plasma	(hydrogen	atom)

	
During	 ionization,	 an	 input	 of	 energy	 expels	 an	 electron	 from	 an

existing	 atom.	 This	 results	 in	 one	 free	 electron	 (represented	 by	 the
black	 dots)	 and	 one	 positively	 charged	 ion	 (represented	 by	 the	 red
disks).	Now	the	charges	are	separated	and	the	gas	is	ionized	–	it	is	a
plasma.
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CHAPTER	 4:	 ELECTRIC
PROPERTIES	OF	PLASMAS
	

Plasmas	 exhibit	 very	 specific	 electric	 properties.	 They	 are	 not
insulators	(which	provide	very	high	resistance)	like	non-ionized	gases,
nor	are	they	superconductors	(which	provide	zero	resistance),	but	they
are	 very	 good	 conductors,	 even	 better	 than	 copper	 or	 gold.	 The
typical	 electrical	 impedance	 of	 plasma	 is	 about	 30	 ohms.	 [20]	 For
comparison,	 the	 typical	 impedance	 [21]	of	copper	ranges	between	300
and	600	ohms.	[22]
	

Figure	6:	A	plasma	ball,	or	plasma	globe,	displaying	electric

discharges	in	gaseous	plasma.	The	gas	filling	the	ball	is	usually

neon.

	
Electric	 current,	 including	 plasma	 current,	 occurs	 between	 two

bodies	exhibiting	different	electric	charges.	 In	 such	a	case,	 the	body
that	is	positively	charged	(i.e.	likely	to	receive	electrons	to	balance	its
charge)	is	called	‘anode’,	and	the	body	that	is	negatively	charged	(i.e.
likely	to	give	away	electrons)	is	called	‘cathode’.

	
If	 the	charge	difference	 is	strong	enough	–	if	 the	distance	between



the	two	electrodes	(anode	and	cathode)	is	small	enough	and	the	gas	in
between	 is	 dense	 enough	 –	 then	 the	 gas	 will	 become	 ionized	 (i.e.
charge	separation	will	 free	up	electrons).	The	charges	will	 then	start
balancing	 between	 the	 two	 bodies	 by	 conducting	 electrons	 from	 the
cathode	 to	 the	anode,	or	positive	 ions	from	the	anode	 to	 the	cathode
(or	both).	This	phenomenon	is	very	common.	For	example,	 it	occurs
in	a	fluorescent	tube	or	in	a	plasma	globe.
	
In	a	plasma	globe,	plasma	 filaments	 (i.e.	 electron	and	positive	 ion

flows)	 extend	 from	 the	 central	 electrode	 to	 the	 outer	 glass	 electrode
and	attempt	to	balance	the	charge	difference.	Keep	this	plasma	globe
example	in	mind	because	it’s	a	very	good	analogy	for	what	occurs	at
stellar	and	even	galactic	scales.
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CHAPTER	5:	DISCHARGE	MODES
	



Figure	7:	From	top	to	bottom:	dark	discharge	mode	(interstellar

space),	glowing	discharge	mode	(neon	light),	arc	discharge	mode

(arc	welding)	(©	Sott.net)

	



Plasma	 exhibits	 different	 modes	 of	 discharge	 depending	 on	 the
current	density	(amperes	per	square	meter)	that	crosses	it.	When	then
current	 is	weak,	 the	discharge	occurs	 in	 ‘dark	mode’,	which	means
that	no	visible	radiation	or	light	is	emitted.	This	is	what	happens	with
dark	asteroids,	dark	stars	or	in	interstellar	space,	for	example	(as	we’ll
see	when	we	 discuss	 scalability	 in	 the	 next	 chapter).	 The	 plasma	 is
simply	traversed	by	a	current	too	weak	to	make	it	glow.
	
When	the	current	density	increases,	the	plasma	starts	glowing.	This

is	what	occurs	in	a	neon	light,	in	a	comet	(i.e.	a	glowing	asteroid)	or	in
the	Sun’s	corona	(the	bright	 ‘atmosphere’	of	 the	Sun).	This	 is	called
‘glow	mode’.

	
If	the	current	increases	even	more,	plasma	enters	the	‘arc	discharge

mode’,	 producing	 a	 sudden	 and	 violent	 electric	 discharge.	 This	 is
what	 occurs	 in	 lightning	 or	 during	 arc-welding.	 It’s	 also	 the
phenomenon	 observed	 in	 the	 plasma	 globe	mentioned	 above.	 It	 can
also	occur	on	comets	leading	to	explosive	brightening	and/or	break-up
as	 happened	 famously	 to	 Comet	 Shoemaker-Levy	 [23],	 and	 other
comets	before	and	since.
	
Figure	7	shows	the	three	discharge	modes	exhibited	by	plasma.

	
In	conclusion,	plasma	displays	three	modes	of	discharge	depending

on	the	current	density	that	crosses	it.
	



Footnotes

[23]:	More	details	about	this	event	in	chapter	18:	‘Comet	or	asteroid?’
	



CHAPTER	6:	THE	SCALABILITY	OF
PLASMA
	

A	very	interesting	property	of	plasma	is	its	scalability.	This	means
that	 plasma	 exhibits	 similar	 behaviors	 and	properties	 no	matter	 how
big	or	small	 the	example	is:	 in	the	laboratory	or	in	the	cosmos.	As	a
matter	of	fact,	plasma	occurs	in	a	wide	range	of	sizes	beyond	that	of
the	atomic	scale	(i.e.	an	electron	and	its	nucleus	dissociated	from	each
other).	This	range	of	sizes	spans	from	about	10-10	meters	in	diameter
to	 the	 galactic	 scale,	 which,	 in	 the	 case	 of	 our	 own	Milky	Way,	 is
about	1020	meters	in	diameter.
	

Figure	8:	Artist’s	rendition	of	the	solar	system–atom	analogy.

	
This	means	that	plasma	spans	a	magnitude	of	30	orders	(1030,	or



10	 followed	 by	 30	 zeroes)	 as	 far	 as	 size	 scale	 is	 concerned.	 Plasma
exhibits	similar	properties	along	the	whole	of	this	range.	The	picture
above	 illustrates	 the	 analogy	 between	 microscopic	 plasma	 (atomic
scale)	and	macroscopic	plasma	(solar	system	scale).

	
Because	 of	 this	 broad	 scalability,	 plasma	 cosmologists	 can	 make

observations,	 state	 hypotheses,	 and	 most	 importantly,	 test	 them	 in
their	 labs	 (i.e.	 small	 scale)	 and	 through	 ‘similarity	 transformations’
apply	their	results	to	plasmas	that	are	many	magnitudes	larger	(cosmic
phenomena,	 for	 example).	 From	 this	 perspective,	 plasma	 lab
experiments	 applied	 to	 cosmological	 events	 are	 not	 unlike	 testing
aircraft	 or	 studying	 natural	 turbulent	 flow	 in	 wind	 tunnels	 with
smaller-scale	 models,	 and	 then	 applying	 the	 results	 to	 real-sized
objects.
	
This	testability	allows	for	making	predictions	and	testing	of	theories

with	various	concrete	experiments,	which	is	an	essential	aspect	of	the
scientific	method,	as	stated	by	philosopher	of	science,	Karl	Popper:
	

The	criterion	of	the	scientific	status	of	a	theory	is	its	falsifiability,
or	refutability,	or	testability.

	



CHAPTER	 7:	 THE	 ‘INSULATING
BUBBLE’
	

Besides	 its	 very	 low	 electric	 resistance,	 another	 characteristic	 of
plasma	 is	 its	 ability	 to	 create	 a	 sort	 of	 ‘insulating	 bubble’	 around
charged	bodies:
	

Irving	 Langmuir	 discovered	 that	 one	 of	 the	 most	 important
properties	of	plasma	is	its	ability	to	electrically	isolate	one	section	of
itself	 from	 another.	 The	 isolating	 wall	 is	 made	 up	 of	 two	 closely
spaced	 layers,	 one	 consisting	 of	 positive	 charges	 and	 the	 other	 of
negative	charges.	Langmuir	called	it	a	double	sheath.	Today	it	is	called
a	double	layer	(DL).

	
Because	 plasmas	 are	 excellent	 conductors,	 there	 will	 not	 be	 a

significant	voltage	drop	across	them	while	they	are	carrying	current.	If
there	 is	 a	 significant	 voltage	 difference	 between	 two	 locations
within	 a	 plasma,	 a	 DL	will	 form	 between	 them	 and	most	 of	 the
voltage	 difference	will	 be	 contained	 in	 it.	 In	 other	words,	 a	DL	 is
where	the	strongest	electric	field	in	any	plasma	will	be	found.	Plasmas
have	 an	 almost	 magical	 ability	 to	 isolate	 themselves	 from	 foreign
intruders.	[24]

	
Note	 that	 when	 the	 electric	 potential	 of	 a	 celestial	 body	 becomes

equal	to	the	potential	of	the	surrounding	plasma,	the	insulating	bubble
disappears.	This	 is	 the	 case	with	 our	Moon,	which	 is	 devoid	 of	 any
insulating	bubble.	[25]
	



Figure	9:	The	insulating	bubble	surrounding	an	electrically	charged

object	(©	sott.net)

	
Figure	9	shows	a	slice-through	image	of	a	charged	body	(left)	and

its	 surrounding	DL	 (right).	The	DL	exhibits	 three	 specific	 sections.
The	middle	section	accounts	for	most	of	 the	DL	(volume	wise).	The
electric	potential	of	 this	 thick	region	is	relatively	uniform,	creating	a
very	 weak	 electric	 field.	 As	 a	 result,	 electric	 current	 is	 relatively
limited;	 hence	 the	 DL’s	 insulating	 properties.	 Most	 of	 the	 electric
potential	 difference	 occurs	 at	 the	 extremities;	 where	 the	 DL
approaches	the	charged	body	(left)	and	the	surrounding	space	/	plasma
(right).

	
The	DL	dramatically	 limits	 the	discharge	of	 the	body.	Without

the	 DL,	 the	 body’s	 surface	 would	 be	 in	 direct	 contact	 with	 the
surrounding	space,	which	exhibits	a	much	different	electric	potential.
This	potential	difference	would	lead	to	a	quick	and	total	discharge	of
the	body.	From	 this	 perspective,	 celestial	 bodies	 are	quite	 similar	 to
spherical	capacitors.
	



Figure	10:	A	19th	century	parallel	plate	capacitor.	The	air	between

the	two	plates	plays	the	role	of	the	dielectric.	(©	Wikimedia

Commons)

	
A	capacitor	[26],	also	known	as	a	condenser,	is	simply	two	electrodes

separated	by	an	insulator	called	‘dielectric’	material.	This	material	can
be	air,	paper,	wood,	glass,	etc.	When	 the	capacitor	 is	connected	 to	a
source	of	electric	current	like	a	battery,	the	charges	slowly	build	up	in
the	 electrodes	 and	 the	 electric	 field	 between	 the	 two	 electrodes
increases.	At	 this	 point	 there	 is	 hardly	 any	 current	 flowing	 between
the	electrodes.	When	the	electric	field	reaches	a	critical	value	(known
as	 ‘breakdown	 voltage’),	 an	 electric	 discharge	 occurs	 and	 a	 strong
current	 suddenly	 flows	 between	 the	 two	 electrodes.	 Then	 the	 slow
charge	build-up	restarts.



	
The	 Taser	 or	 stun	 gun	 [27]	 is	 a	 typical	 application	 of	 capacitors,

where	 a	 9-volt	 battery	 charges	 a	 capacitor	 for	 several	 seconds,	 after
which	it	can	deliver	a	very	short	high	voltage	electric	discharge	(up	to
150,000	volts).
	
If	 we	 think	 of	 a	 charged	 celestial	 body	 as	 a	 capacitor,	 then	 one

electrode	 is	 the	 celestial	 body	 itself,	 the	 other	 electrode	 is	 the	 outer
layer	of	 the	 ‘insulating	bubble’	or	DL,	 and	 the	 capacitor’s	dielectric
(the	 insulating	material)	 is	 the	plasma	contained	within	 the	’bubble’,
also	known	as	the	plasmasphere.	[28]
	
The	Sun	has	its	own	DL,	namely	the	heliosphere.	The	Earth’s	DL	is

called	 the	 ionosphere.	All	 planets	 of	 the	 solar	 system	 are	 embedded
within	 the	 Sun’s	 heliosphere	 while	 being	 surrounded	 by	 their	 own
insulating	bubbles.	Figure	11	shows	 the	Earth’s	DL	(the	 ionosphere)
embedded	 within	 the	 Sun’s	 DL	 (heliosphere)	 and	 the	 heliopause,
which	is	the	outer	layer	of	the	Sun’s	‘bubble’.

	
While	the	existence	of	the	electric	nature	of	the	Earth’s	ionosphere

was	recognized	a	long	time	ago,	it	was	only	in	1994	that	the	electric
properties	of	the	heliosphere	were	finally	observed:
	

Voyager	1	reached	the	‘edge	of	the	solar	system’	in	December	2004
in	a	region	94	times	more	distant	from	the	Sun	than	the	Earth.	It	 is	a
region	where	 it	was	 expected	 that	 the	 ‘supersonic	 solar	wind’	would
suddenly	 slow	 down	when	 it	met	 the	 interstellar	medium	 at	 what	 is
called	 the	‘termination	shock’.	This	fluid-mechanical	analog	 is	vastly
different	 from	 the	 electrical	model,	 in	which	 the	 Sun	 is	 a	 ‘unipolar’
corona	discharge.	That	is,	the	Sun	forms	the	physical	anode	(positively
charged	 object)	 and	 the	 plasma	 itself	 performs	 the	 function	 of	 the
cathode	 (negatively	 charged	 object).	 High	 voltage	 transmission	 lines
on	 Earth	 undergo	 a	 similar	 ‘coronal	 discharge’	 into	 the	 surrounding
air,	 which	 forms	 a	 ‘virtual	 cathode’	 (not	 an	 object,	 but	 a	 region	 of
charge).

	



In	this	model,	almost	the	entire	voltage	difference	between	the	Sun
and	its	galactic	environment,	estimated	to	be	tens	of	billions	of	volts,
will	 be	 concentrated	 at	 the	 virtual	 cathode	 boundary	with	 interstellar
space.	 So	 it	 is	 only	 to	 be	 expected	 that	 the	 data	 from	Voyager	 1	 is
anomalous	 for	 the	 magnetohydrodynamic	 ‘shock’	 model	 while	 it
seems	 consistent	 with	 the	 electrical	 model.	 In	 the	 electrical	 model,
Voyager	 1	 has	 entered	 the	 ‘Faraday	 dark	 space’	 region	 of	 the	 solar
discharge	where	the	solar	electric	field	is	reversed.	That	would	account
for	the	pile-up	of	the	protons	in	the	solar	wind	and	the	steady	increase
in	anomalous	cosmic	rays	from	a	more	distant	region.	[29]

	
As	 shown	 in	 figure	 11,	 the	 heliosphere	 is	 not	 spherical	 but

ellipsoidal	in	shape.	This	shape	is	due	to	the	fact	that	the	whole	Solar
system,	 including	 the	heliosphere,	 is	orbiting	around	 the	core	of	our
galaxy.	The	speed	of	the	Sun	relative	to	the	center	of	the	Milky	Way
is	estimated	at	220	km/s	[30].	The	Solar	system	is	travelling	to	the	left,
therefore	the	left	side	of	the	heliosphere	is	‘compressed’	[31],	while	the
right	of	the	heliosphere	is	elongated.
	

Figure	11:	Depiction	of	the	Earth	and	its	insulating	bubble	(the

ionosphere)	embedded	in	the	heliosphere,	the	Sun's	own	insulating

bubble.	Not	to	scale	(©	Sott.net)



	
For	many	 years,	 the	 shape	 of	 the	 heliosphere	was	 a	 controversial

topic.	 Some	 scientists	 claimed	 it	 was	 a	 sphere	 with	 the	 Sun	 at	 its
center,	 while	 plasma	 cosmologists	 claimed	 that	 it	 was	 an	 ellipsoid,
like	 the	 Earth’s	 ionosphere	 or	 a	 comet’s	 coma,	 because	 of	 the	 very
same	electromagnetic	phenomena	at	work	(remember	scalability).	It’s
only	recently	that	the	ellipsoid	shape	of	the	heliosphere	was	confirmed
by	NASA’s	Interstellar	Boundary	Explorer.	[32]	(See	figure	12.)
	

Figure	12:	Representation	of	the	Sun’s	ellipsoidal	insulating

‘bubble’.	(©	NASA	/	IBEX)

	
Note	 that,	 unlike	 the	Sun	and	 its	planets,	most	moons	 in	 the	 solar

system,	including	our	Moon,	don’t	have	a	DL	or	plasmasphere	of	their
own.	 Their	 electric	 potential	 is	 equal	 to	 the	 electric	 potential	 of	 the
surrounding	space.

	
However	there	is	at	least	one	exception.	Ganymede	(see	figure	13),

Jupiter’s	 3rd	moon,	 and	 the	 biggest	moon	 in	 the	 solar	 system,	 does
show	the	presence	of	a	plasmasphere	[33],	i.e.	a	DL.	This	might	be	due
to	 the	 fact	 that	 Ganymede	 is	 a	 recently	 captured	 electrically	 active
body	that	 interacts	with	Jupiter,	 the	most	electrically	active	planet	 in



the	Solar	system.
	

Figure	13:	Jupiter’s	moon	Ganymede.	(©	NASA)

	



Footnotes

[24]:	Scott,	D.E.,	The	Electric	Sky,	p.74
	

[25]:	Note	that	while	our	Moon	is	currently	devoid	of	any	magnetism,	it	was	not	always	the	case.	The
Moon’s	surface	does	bear	remnant	magnetism.	The	rocks	returned	to	Earth	by	our	Moon	landings	showed
evidence	of	this	magnetism.	Unfortunately,	the	orientation	of	the	rocks	prior	to	removal	was	not	recorded.
See	Scott,	D.E.,	The	Electric	Sky,	p.214
	

[26]:	Capacitor	phenomena	were	first	described	in	1745	by	German	physicist	Ewald	Georg	von	Kleist.
	

[27]:	 Harris,	 T.,	 How	 stun	 gun	 work’,	 How	 Stuff	 Works.	 See:
electronics.howstuffworks.com/gadgets/other-gadgets/stun-gun3.htm
	

[28]:	 In	 the	rest	of	 the	book	we	will	 interchangeably	use	 the	words	plasmasphere	and	magnetosphere.
The	plasmasphere	is	the	ionized	region	around	a	celestial	body,	while	the	magnetosphere	is	the	magnetized
region	around	a	celestial	body.	While	these	are	often	overlapping	concepts,	this	is	not	always	the	case.	For
example,	Venus	has	little	if	any	magnetic	field,	but	it	does	have	a	large	plasmasphere.	See:	Scott,	D.E.,	The
Electric	Sky,	p.105
	

[29]:	Thornhill,	W.	&	Talbott,	D.,	The	Electric	Universe,	p.44-45
	

[30]:	‘Spiral	Galaxies’,	University	of	Alberta.
	

See:	www.ualberta.ca/~pogosyan/teaching/ASTRO_122/lect24/lecture24.html
	

[31]:	 In	a	similar	way	 the	Earth’s	 insulating	bubble	 is	compressed	on	 its	 sunward	side	because	of	 the
solar	winds	it	is	exposed	to;	it	also	exhibits	an	ellipsoidal	shape.	This	idea	is	developed	further	in	chapter
28:	‘Jet	streams’
	

[32]:	The	Interstellar	Boundary	Explorer	(IBEX)	is	a	$169-million	spacecraft	owned	by	NASA.	IBEX
observations	 were	 made	 public	 in	 July	 2013	 and	 showed	 what	 is	 now	 called	 the	 ‘heliotail’.	 See:
www.nasa.gov/content/nasa-s-ibex-provides-first-view-of-the-solarsystem-s-tail/#.UeQLO23oDGo



	

[33]:	 Kivelson,	 M.	 G.,	 et	 al.	 ‘Ganymede’s	 magnetosphere:	 Magnetometer	 overview.’	 Journal	 of
Geophysical	Research:	Planets	(1991–2012)	103.E9	(1998):	19963-19972.
	



CHAPTER	 8:	 ELECTRIC	 CHARGE
OF	 THE	 SUN,	 THE	 EARTH	 AND
THEIR	DLS
	

As	noted	above,	most	of	the	universe	is	made	of	plasma.	This	also
applies	 to	 the	 solar	 system.	 Therefore,	 in	 this	 ionized	 environment,
electric	charges	are	almost	everywhere.	In	this	chapter	we	will	try	to
better	 understand	 the	 relative	 electric	 charges	 of	 various	 celestial
bodies	(comets,	moons,	planets,	stars,	galaxies)	in	their	cores,	on	their
surfaces,	and	in	their	DLs	(double	layers).

	
Keep	 in	 mind	 that	 ‘relative	 charge’	 does	 not	 mean	 ‘absolute

charge’.	In	other	words,	saying	that	A	is	more	positively	charged	than
B	doesn’t	necessarily	mean	that	the	overall	charge	of	A	is	positive	in
an	absolute,	universe-wide	sense.	It	only	means	that	it	is	more	positive
than	B,	or	 less	negative	than	B	with	which	it	has	a	relationship	or	 is
‘relative	to’.
	
Ultimately,	these	relative	charges	are	what	really	matters	because	it

is	 the	 difference	 in	 relative	 charges	 that	 causes	 electric	 currents,
whatever	 the	 absolute	 charges	 (positive	 or	 negative)	 are.	 Since	 our
objective	here	is	to	better	understand	the	differences	between	surface
charge,	DL	charge,	core	charge,	etc.,	we	will	focus	on	relative	charge.

	
As	 a	 rule	 of	 thumb,	 most	 celestial	 bodies	 have	 a	 charge	 that	 is

negative	overall,	 [34]	and	those	bodies	are	generally	surrounded	by	an
even	more	negatively	charged	DL,	which	in	turn	is	surrounded	by	an
even	 more	 negatively	 charged	 galactic	 or	 interstellar	 plasma.



Applying	this	to	our	Sun,	it	follows	that	in	the	solar	system,	the	Sun
is	 the	 most	 positively	 charged	 body	 –	 relatively	 speaking	 –
although	its	absolute	charge	 is	negative,	but	 less	negative	 than	 the
planets,	the	comets,	the	heliosphere,	and	galactic	space	that	surround
it.	 Therefore,	 planets	 and	 comets	 can	 be	 considered	 negatively
charged	bodies	relative	to	the	Sun.
	
Figure	14	 is	 the	same	as	 figure	11,	except	 that	we	have	added	 the

relative	 electric	 charges	 of	 the	 Earth,	 the	 Sun	 and	 their	 respective
DLs.
	

Figure	14:	Relative	electric	charges	between	and	within	the	Sun	and

the	Earth	(notice	that	a	body	can	be	ascribed	a	relative	positive

charge	while	its	absolute	charge	is	negative).	(©	Sott.net)

	
At	the	level	of	the	Sun,	the	relative	electric	charges	are	as	follows:

the	core	of	the	Sun	is	more	positive	than	the	surface	of	the	Sun.	The
Sun	(surface	and	core)	is	more	positive	than	its	‘bubble’	(heliosphere),
which	 encompasses	 the	 Earth	 and	 all	 the	 other	 planets	 of	 the	 solar
system.	 The	 Sun	 and	 its	 heliosphere	 are	 more	 positive	 than	 the
surrounding	galactic	plasma.



	
Concerning	 Earth,	 we	 can	 see	 that,	 like	 the	 Sun,	 its	 core	 is	more

positive	than	its	surface.	The	Earth	(surface	and	core)	is	more	negative
than	its	‘bubble’	(ionosphere).	The	Earth	and	its	ionosphere	combined
are	 more	 negatively	 charged	 than	 the	 surrounding	 plasma
(heliospheric	plasma).
	
In	 both	 cases	 the	 electric	 charges	 follow	 a	 gradient.	 For	 example,

concerning	 the	Sun:	while	moving	 away	 from	 the	 center	 of	 the	Sun
(from	 core	 to	 surface,	 heliosphere,	 heliopause,	 galactic	 space)	 the
electric	charge	becomes	increasingly	negative:
	
Electric	 potential	 of	 the	 Sun	 >	 electric	 potential	 of	 the

heliosphere	>	electric	potential	of	the	galactic	space.
	
Conversely,	 for	 the	 Earth,	 the	 charge	 becomes	 more	 and	 more

positive	as	it	moves	away	from	the	core:
	
Electric	 potential	 of	 the	 Earth	 >	 electric	 potential	 of	 the

ionosphere	>	electric	potential	of	the	surrounding	space.
	
Note,	 however,	 an	 apparent	 discrepancy:	 the	 Sun	 exhibits	 a

(relatively)	 negative	 electric	 charge	 on	 its	 surface,	 while	 its	 overall
charge	is	(relatively)	positive.

	
The	 Sun	 acts	 as	 a	 generator.	 At	 the	 Sun’s	 surface,	 positively

charged	protons	are	carried	away	by	the	‘solar	winds’	 [35]	towards	the
outer	 layer	 of	 the	 heliosphere,	 while	 electrons	 drift	 back	 and
accumulate	 on	 the	 Sun’s	 surface.	 These	 two	 factors	 explain	 the
negative	charge	of	the	Sun’s	surface	relative	to	its	core.
	
In	contrast,	the	Earth	doesn’t	act	as	a	generator.	It	is	powered	by	the

Sun,	 which	 maintains	 Earth’s	 positively	 charged	 ionosphere.	 Since
charges	of	opposite	polarity	attract	each	other,	the	positively	charged



ionosphere	attracts	electrons	present	on	the	Earth’s	surface,	hence	the
negative	electric	potential	of	the	Earth’s	surface	relative	to	its	core.

	
The	 local	 electric	 charges	 described	 above	 (surface	 and	 core

charges)	 are	 average	 values	 (average	 surface	 charge,	 average	 core
charge).	However,	the	cores	or	the	surfaces	of	celestial	bodies	do	not
exhibit	the	same	electric	charge	everywhere.	This	means,	for	example,
that	 although	 the	 surface	 of	 Earth	 is	 overall	more	 negative	 than	 the
atmosphere,	locally	it	can	be	more	positive	in	particular	regions.	This
can	lead	to	various	types	of	electric	discharge	phenomena.
	
Lightning	 is	 a	 local	 phenomenon	 that	 balances	 charges	 in	 the

regions	 where	 it	 occurs.	 These	 local	 charge	 imbalances	 are	 the
reason	why	we	observe	cloud-to-ground	lightning	(the	most	prevalent
type	 where	 the	 ground	 is	 more	 positive	 than	 the	 clouds),	 but	 also
ground-to-cloud	lightning	(when	the	ground	is	more	negative	than	the
clouds)	 and	 cloud-to-cloud	 lightning	 (when	 two	 clouds	 exhibit	 very
different	electric	potentials).
	
These	sudden	and	massive	electric	discharges	enable	a	balancing	of

charge	between	two	locations	that	exhibit	strong	local	positive	and/or
negative	charges.	We’ll	cover	this	topic	in	more	detail	later.	[36]
	



Figure	15:	Cloud-to-cloud	lightning	balancing	electric	potentials

between	two	atmospheric	regions.	(©	Wikipedia)

	
Returning	to	the	plasma	globe	analogy,	when	you	touch	the	surface

of	 the	 globe,	 a	 thick	 plasma	 filament	 forms	 between	 the	 central
electrode	 and	 the	 area	 of	 the	 globe	 you	 are	 touching.	 In	 a	 similar
manner,	when	a	mosquito	flies	between	two	wires	of	a	bug	zapper,	it
triggers	an	electric	discharge.	In	both	cases	the	foreign	object	(finger,
bug)	 increases	 the	 local	 conductivity,	 sets	 up	 a	 path	 of	 least
(electrical)	resistance	and	enables	a	discharge	to	occur	through	it.
	
While	 the	 DL	 acts	 as	 an	 electric	 insulator,	 dampening	 the

discharge	between	the	body	and	the	surrounding	plasma,	the	DL
is	not	a	perfect	 insulator.	As	with	any	kind	of	capacitor,	electric
current	 still	 flows	 through	 the	 insulator,	whether	 in	 the	 form	of
slow	 leakage	 current	 or	more	 intense	 discharges,	 hence	 the	 three
types	of	discharges	described	above	(dark,	glow,	and	arc	modes).	The
presence	of	charged	objects	(e.g.,	comets,	planets,	etc.)	in	the	DL	of	a



celestial	 body	 is	 the	 main	 trigger	 of	 massive	 discharges.	 We	 will
address	this	point	further	below.
	



Footnotes

[34]:	De	Grazia,	A.	&	Milton,	E.,	Solaria	Binaria,	p.29
	

[35]:	The	term	‘Solar	wind’	is	misleading.	Wind	is	considered	a	purely	mechanical	process	describing	a
flow	 of	 air	 due	 to	 differences	 in	 air	 pressure.	 In	 contrast	 to	 air	 wind,	 Solar	 wind	 is	 mostly	 an	 electric
process	 describing	 the	 flow	 of	 charged	 particles	 being	 driven	 by	 electrical	 fields.	 Since	 Solar	wind	 is	 a
popular	term,	we’ll	keep	using	it	throughout	the	rest	of	this	book,	but	keep	in	mind	its	limitations.
	

[36]:	See	chapter	26:	‘Hurricanes,	lightning	and	tornadoes’.
	



CHAPTER	 9:	 EXTERNAL	 POWER
SOURCES	OF	CELESTIAL	BODIES
	

The	reason	capacitors	can	repeatedly	discharge,	and	yet	maintain	an
electric	 potential	 difference	 between	 their	 anodes	 and	 cathodes,	 is
because	 they	 are	 plugged	 into	 an	 external	 source	 of	 energy.	 So
where	 does	 all	 the	 electricity	 in	 our	 solar	 system	 come	 from?
University	 of	 Michigan	 astrophysicist	 Michael	 J.	 Longo	 has
thoroughly	 studied	 more	 than	 40,000	 galaxies.	 [37]	 Following
numerous	 steps	 in	 data	 treatment	 and	 analysis	 –	 I’ll	 spare	 you	 the
details	 of	 his	 calculations,	 which	 you	 can	 check	 in	 his	 paper	 –	 his
conclusion	was	the	following:
	

The	worrisome	alignment	of	the	equinoxes	and	ecliptic	with	the	AE
[Axis	of	 the	Ecliptic]	 is	now	seen	as	an	accident	due	to	the	ecliptic’s
definition	along	RA	[right	ascensions]	=180°	and	0°,	near	the	Galactic
poles.	It	is	not	a	sign	of	a	serious	foreground	bias	in	the	WMAP	data.
All	 the	alignments	can	be	explained	with	a	cosmic	magnetic	 field
that	 aligns	 electrons’	 cyclotron	 orbit	 axes	 and	 imprints	 its
multipoles	on	the	CMB.	[38]

	
In	simpler	terms,	what	Longo	concluded	was	that	the	rotation	axes

of	galaxies	are	aligned	along	the	same	curve	and	that	this	alignment
could	 not	 be	 due	 to	 random	 chance.	Along	with	 Longo,	Alfven	 [39],
Campanelli	 [40]	 and	 Schwarz	 [41]	 have	 all	 strongly	 suggested	 that	 the
alignment	 of	 galactic	 rotation	 axes	 is	 due	 to	a	giant	 ring	 of	 electric
current.	 Although	 the	 ultimate	 source	 of	 this	 giant	 electric	 ring
circling	 the	 cosmic	 ‘void’	 is	 still	 unknown,	 the	 alignment	 of	 the
galaxies’	 rotation	 axes	 is	 indirect	 proof	 of	 its	 existence.	 Figure	 16
depicts	 this	 alignment	 of	 galactic	 rotation	 axes	 on	 a	 ring-shaped



intergalactic	current	(pink	color).
	

Figure	16:	Galaxies	located	on	the	shells	of	the	largest	cosmic

voids’	exhibit	rotation	axes	aligned	with	the	electric	current	that

surrounds	the	voids.	(©	Trujillo,	Carretero,	Patiri)

	
This	giant	 ring	of	Birkeland	current	 (see	next	chapter:	 ’Interstellar

plasma’)	may	be	the	external	source	of	energy	that	powers	galaxies.
It	may	also	explain	the	‘handedness’	addressed	by	Longo	in	his	paper,
by	electrically	 inducing	a	specific	direction	and	speed	of	rotation
in	 the	galaxies	 located	 along	 its	 current	 [42].	As	 shown	 in	 figure	17,
intragalactic	space	seems	to	follow	the	same	process	as	intergalactic
space.
	



Figure	17:	Electric	currents	entering	the	galactic	core	and

traveling	through	galactic	arms.	(©	W.	Thornhill)

	
The	galactic	 jet	 (green	 jet	 in	 the	 center	 of	 figure	17)	 is	 a	massive

Birkeland	current	coming	from	the	intergalactic	current	ring	(the	one
described	above	that	aligns	galaxies	with	each	other),	which	enters	the
galaxy	through	its	core	and	spreads	through	the	galactic	arms.	Just	as
the	 current	 between	 galaxies	may	 explain	 their	 alignment	 and	 same
rotation	direction,	 the	current	within	galaxies	may	explain	why	most
stars	 are	 located	 within	 galactic	 arms,	 i.e.	 along	 the	 galaxies’	 own
electric	current.

	
This	is	 the	case	with	our	own	galaxy,	 the	Milky	Way,	where	most

stars	are	grouped	along	galactic	arms	as	depicted	in	figure	18.	It	also
applies	 to	 our	 solar	 system,	 which	 is	 embedded	 in	 one	 arm	 of	 the
Milky	Way,	namely	the	Orion	arm	[43]	(bottom	right	part	of	figure	18).
	



Figure	18:	In	the	Milky	Way,	like	in	other	galaxies,	stars	are

aligned	along	the	galactic	arms.	The	red	dot	shows	the	location	of

our	solar	system.	(©	National	Geographic)

	
In	 addition	 to	 aligning	 galaxies	 along	 the	 ‘intergalactic	 ring’	 and

making	them	spin,	as	well	as	grouping	the	stars	within	galaxies	along
galactic	 arms,	 Birkeland	 currents	 may	 also	 be	 the	 external	 electric
source	 that	powers	 the	 stars	 themselves	 [44]	 and	makes	 them	spin.	 In
their	turn,	stars	may	be	the	external	electric	source	that	powers	planets
and	makes	them	spin.
	
These	 remain	 hypotheses	 only.	 Today	 the	 external	 electric	 source

that	 powers	 celestial	 bodies	 is	 still	 unknown.	 Even	 plasma
cosmologists	have	no	definite	answer	to	this	question:
	

Studies	of	magnetic	 fields	 in	 the	 spiral	arms	of	galaxies	 show	 that
electrical	 currents	 flow	 along	 the	 arms	 in	 the	 form	 of	 spiraling
Birkeland	 filaments.	Ultimately,	 we	 don’t	 know	 where	 the	 power
comes	from.	[45]



	
From	 the	 observations	 listed	 above,	 it	 seems	 that	 celestial	 bodies

are	 electrically	 powered	 by	 external	 electric	 sources	 in	 a
cascading	fashion.	The	intergalactic	void	powers	the	galaxies,	aligns
them	and	makes	them	spin.	In	turn,	the	galaxies	align	the	stars,	power
them	 and	 make	 them	 spin.	 Finally	 the	 stars	 power	 the	 planets	 and
make	them	spin.

	
If	this	hypothesis	is	correct,	it	means	that	stars	–	including	our	Sun

–	 do	 not	 ‘run	 out	 of	 fuel’	 in	 the	 way	 that	 the	 mainstream	 solar
hypotheses	suggest.
	
So,	for	our	solar	system,	the	Sun	powers	the	planets	–	including	the

Earth	–	and	makes	them	spin.	Notice	also	that	all	planets	are	located
on	 the	 same	 plane	 (the	 plane	 of	 the	 ecliptic)	 just	 as	 most	 stars	 are
located	on	the	galactic	plane.

	
In	sum,	the	very	same	process	seems	to	repeat	itself	at	all	different

scales,	 like	 a	 fractal.	 A	 greater	 entity	 electrically	 powers	 a	 smaller
one,	while	 the	latter	powers	an	even	smaller	one.	At	every	scale,	we
notice	 the	presence	of	Birkeland	currents	crossing	 the	 space	plasma,
surrounding	celestial	bodies	(galaxies,	stars,	and	planets)	and	directing
this	aligning,	orbiting	and	spinning	cosmic	ballet.
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CHAPTER	 10:	 INTERSTELLAR
PLASMA
	

Until	 recently	 space	 was	 considered	 totally	 empty,	 a	 perfect
vacuum.	This	position	 is	 still	widely	held,	although	 it	 is	not	entirely
true,	as	I’ve	suggested	in	previous	chapters.	Space	is	not	empty.	It	is
filled	with	plasma.	This	 space	plasma	 is	mostly	 constituted	of	very
light	 molecules:	 hydrogen	 and	 helium	 ions	 plus	 electrons,	 and	 its
concentration	 is	 approximately	 one	 (ionized)	 particle	 per	 cubic
centimeter.	[46]	For	comparison,	atmospheric	air	concentration	is	about
1013	particles	per	cubic	centimeter.
	

Figure	19:	A	Birkeland	current	crossing	‘empty’	interstellar	space.

	
As	shown	by	the	Birkeland	current	in	figure	19,	which	crosses	light

years	 of	 ‘empty’	 outer	 space,	 the	 very	 low	 concentration	 of	 space
plasma	 doesn’t	 prevent	 electric	 phenomena	 from	 occurring.
Remember	 the	 Millikan	 experiment	 and	 how	 the	 electromagnetic



force	 exerted	 by	 one	 single	 electron	 affected	 a	 wide	 portion	 of	 the
space	 surrounding	 it?	 On	 cosmic	 scales,	 the	 electric	 properties	 of
space	plasma	allow	electric	currents	to	flow	between	celestial	bodies
because	 such	 plasma	 is	 highly	 conductive.	 This	 enables	 electric
exchanges	between	the	surface	of	a	celestial	body	and	the	outer	layer
of	its	DL,	as	well	as	anything	within	the	DL.

	
According	to	Hannes	Alfven	and	James	McCanney,	plasma	in	space

is	 quasi-neutral	 or	 slightly	 positive.	 However,	 there	 is	 some
controversy	surrounding	 the	electric	charge	of	 the	solar	wind.	While
the	 official	 position	 is	 that	 solar	wind	 is	 electrically	 neutral,	 British
mathematician	 and	 geophysicist	 Sydney	Chapman	 stated	 as	 early	 as
1930	 that	 it	 was	 comprised	 of	 positively	 charged	 plasma.	 More
recently,	physicist	Luis	Alvarez	[47]	argued	that	the	solar	wind	exhibits
an	 overall	 positive	 electric	 charge.	 [48]	 Jean	Martin	Meunier,	 [49]	 also
states	that	the	solar	wind	is	not	electrically	neutral	and	demonstrates	it
as	follows:
	

The	 solar	 wind	 is	 electropositive	 in	 the	 whole;	 it	 contains	 much
more	 protons	 h+,	 than	 electrons.	 Why?	 Because	 electrons	 are
evacuated	in	the	galactic	space,	with	speeds	of	10,000	to	300,000	km/s
by	the	solar	UV,	X	and	gamma	rays	(Compton	effect).	Consequence:
the	solar	wind	(speed	of	300	to	900	km/s)	is	a	current	of	protons	trying
to	re-equilibrate	the	loss	of	electrons.	[50]

	



Footnotes

[46]:	Tsytovich,	V.N.,	Elementary	Physics	of	Complex	Plasmas,	p.	7
	

[47]:	 Luis	 Alvarez	 (1911–1988),	 University	 of	 Berkeley	 researcher,	 winner	 of	 the	 Nobel	 Prize	 in
Physics,	1968.
	

[48]:	Trower,	W.P.,	‘Luis	Walter	Alvarez	–	A	biographical	memoir’,	p.	7
	

[49]:	Ex-CNRS	researcher	and	ex-secretary	of	the	French	section	of	IAGA	(International	Association	of
Geomagnetism	and	Aeronomy)
	

[50]:	 Nodon,	 A.,	 ‘Prévisions	 météo	 d’après	 les	 taches	 solaires’.	 See:	 albert-nodon.e-
monsite.com/pages/recherche-au-20-siecle/previsions-meteo-d-apres-les-taches-solaires/
	



CHAPTER	 11:	 CURRENTS	 IN
PLASMA
	

Remember	the	plasma	globe	and	the	glowing	filaments	connecting
the	central	electrode	 to	 the	outer	plastic	 layer	of	 the	globe?	That’s	a
typical	 plasma	 current	 discharge.	 But	 why	 do	 plasma	 currents	 take
such	a	filamentary	shape?	To	understand	this	phenomenon	we	have	to
remember	 our	 high	 school	 physics,	 in	 particular	 the	 lesson	 on
electromagnetism	and	how	an	electromagnetic	field	is	generated	by	a
live	electric	wire.
	

Figure	20:	Magnetic	field	generated	by	an	electrical	current

crossing	a	straight	wire.	(©	physick.wikispaces.com/)

	
In	 figure	20,	we	can	 see	 that	 the	 electric	 current	 in	 the	wire	 (blue

and	yellow)	generates	magnetic	loops	(black	circular	arrows)	that	are
perpendicular	 to	 the	 electric	 current	 (red	 arrows).	 Similarly,	 the
electric	 current	 in	 plasma	 will	 generate	 magnetic	 loops	 that	 are



perpendicular	to	it.	However,	unlike	a	rigid	copper	wire,	in	most	cases
plasma	 is	 fluid.	 Because	 of	 this,	 magnetic	 loops	 constrain	 the
plasma	discharges	into	the	shape	of	filaments	(figure	21).	Thus,	the
magnetic	 field	 gives	 a	 filamentary	 shape	 to	 the	 very	 current	 that
generates	 it.	 In	 this	 sense,	 an	 electric	 current	 in	 plasma	 creates	 the
magnetic	 field	 that	 then	 serves	 to	 channel	 or	 ‘pinch’	 it.	 [51]	 Another
way	to	say	this	is	that	the	pinch	is	the	compression	of	an	electrically
conducting	 filament	 by	magnetic	 forces.	 These	 filamentary	plasma
currents	are	also	called	Birkeland	[52]**currents.
	

Figure	21:	Magnetic	field	lines	(yellow	rings)	‘pinch’	the

Birkeland	current	into	long	filaments	(purple	cylinder).

	
Now	 that	 we	 know	 how	 a	 single	 filamentary	 plasma	 current,	 or

Birkeland	 current,	 behaves,	 let’s	 see	 what	 happens	 to	 two	 nearby
plasma	filaments,	as	depicted	in	figure	22.	At	first,	the	magnetic	fields
generated	by	each	filament	attract	each	other	and	tend	to	merge.	This
electromagnetic	 interaction	 causes	 the	 filaments	 to	 draw	 closer
together	 (top	 part).	 Then,	 the	 spinning	 magnetic	 fields	 cause	 the
filaments	 to	 rotate	 around	 each	 other	 (bottom	part).	 This	 is	 called	 a



plasma	vortex.
	





Figure	22:	Electromagnetic	interactions	cause	the	two	filaments	to

draw	inward	and	rotate	around	each	other	to	form	a	helical	filament

pair,	also	known	as	a	‘plasma	vortex’.	(©	Thunderbolts.info)

	
Notice	that	the	two	filaments	are	magnetically	drawn	towards	each

other	at	 first,	but	once	 they	are	close	enough,	a	 force	of	 repulsion	 is
generated	 that	 holds	 them	 apart.	 What	 is	 happening	 is	 that	 the
particles	in	the	plasma	are	pulled	toward	each	other	by	what	is	called
the	 Lorentz	 force	 (see	 next	 chapter),	 thus	 the	 plasma	 contracts.	 But
then,	the	contraction	is	counteracted	by	the	increasing	gas	pressure	of
the	plasma.	The	attractive	and	repulsive	forces	act	together	to	create	a
very	 stable	 configuration	 where	 the	 two	 filaments	 hold	 at	 a
specific	distance	from	each	other.	They	can’t	merge,	but	they	can’t
separate	either.

	
Keep	these	filamentary	spiraling	shapes	and	spinning	movements	in

mind,	 because	 we	 will	 encounter	 numerous	 similar	 occurrences	 in
nature	 in	 the	 coming	 chapters	 (e.g.,	 whirlwinds,	 hurricanes,	 galaxy
shapes,	 comet	 tails,	 solar	 winds,	 star	 and	 planet	 spins,	 etc.).	 For
instance,	 Anthony	 Peratt	 [53]	 used	 the	 spiraling	 of	 plasma	 filaments
observed	 under	 laboratory	 conditions	 to	 explain	 the	 formation	 of
galaxies	(figure	23).
	

Figure	23:	Supercomputer	simulation	of	spiral	galaxy	formation	by



Anthony	Peratt,	based	on	charged	particle	interactions.	(©	Peratt)

	



Footnotes

[51]:	 Pinches	 are	 created	 in	 the	 laboratory	 in	 equipment	 related	 to	 nuclear	 fusion.	 Pinches	may	 also
become	unstable	and	generate	radiation	across	the	electromagnetic	spectrum,	including	radio	waves,	x-rays
and	 gamma	 rays,	 and	 also	 neutrons	 and	 synchrotron	 radiation.	 There	 are	 different	 kinds	 of	 pinches
including	theta	pinch,	the	screw	pinch	and	the	Z-pinch.	The	name	refers	to	the	direction	of	the	current	in	the
devices,	i.e.,	the	Z-axis	on	a	mathematical	diagram.	Any	machine	that	causes	a	pinch	effect	due	to	current
running	in	that	direction	is	correctly	referred	to	as	a	Z-pinch	system,	and	this	encompasses	a	wide	variety	of
devices	used	for	an	equally	wide	variety	of	purposes	including	fusion	power	research.	Pinches	are	used	to
generate	 X-rays,	 and	 they	 have	 applications	 to	 particle	 beams	 including	 particle	 beam	 weapons,	 and
astrophysics.
	

[52]:	Christian	Birkeland	had	written	in	1913	that	what	is	now	called	the	‘solar	wind’	generates	currents
in	space	that	cause	the	auroras.	Birkeland’s	theory	was	disputed	at	the	time	by	the	British	geophysicist	and
mathematician	Sydney	Chapman,	a	 senior	 figure	 in	 space	physics,	who	argued	 the	mainstream	view	 that
currents	could	not	cross	the	vacuum	of	space	and	therefore	the	currents	had	to	be	generated	by	the	Earth.
However,	 in	1967	Birkeland’s	 theory,	 referred	 to	previously	as	‘fringe’,	was	proved	correct	 thanks	 to	 the
data	 collected	 by	 U.S.	 Navy	 satellite	 1963-38C.	 These	 magnetic	 field–aligned	 currents	 are	 now	 named
Birkeland	currents	in	his	honor.
	

[53]:	 Anthony	 L.	 Peratt	 is	 a	 leading	 plasma	 physicist.	 He’s	 the	 author	 of	 a	 foundational	 book	 titled
Physics	of	 the	Plasma	Universe.	Peratt	 is	currently	 investigating	archaeological	evidence	for	major	space
plasma	events	in	prehistory.
	



CHAPTER	 12:	 HOMOPOLAR
MOTORS
	

Birkeland	currents	and	the	spiraling	of	double	filaments	are	closely
related	to	another	concept:	homopolar	motors.	Also	known	as	Faraday
motors,	 these	 are	 based	 on	 the	 force	 generated	 by	 the	 interaction
between	an	electric	current	and	a	magnetic	field	(the	Lorentz	force
or	Laplace	force).	So,	in	nature,	two	kinds	of	invisible	energy,	namely
magnetic	fields	and	electric	currents,	can	interact	and	generate	a	very
tangible	mechanical	force,	namely	the	Lorentz	force.
	

Figure	24:	Direction	of	the	Lorentz	force	relative	to	an	electric

current	and	corresponding	magnetic	field	(©	sott.net)

	
The	 Lorentz	 force	 is	 proportional	 to	 the	 electric	 current	 and	 the

magnetic	field.	The	stronger	the	current	and	the	electromagnetic	field
are,	the	stronger	the	subsequent	Lorentz	force	is.	This	is	the	principle
that	drives	homopolar	motors,	the	simplest	kind	of	motor.	It	is	also	the



basic	principle	behind	most	other	kinds	of	electric	motors.
	

The	 Lorentz	 force	 is	 perpendicular	 to	 the	 plane	 formed	 by	 the
electric	 current	 and	 the	 electromagnetic	 fields.	 If	 you	 hold	 up	 your
right	 hand	 as	 shown	 in	 figure	24,	 the	Lorentz	 force	 (F)	would	 exert
itself	outwards	from	the	palm	of	your	hand	if	you	imagined	an	electric
current	 (I)	 running	 across	 your	 palm	 in	 the	 direction	 of	 your
outstretched	thumb,	while	the	magnetic	field	(B)	emerges	upwards	in
the	direction	of	your	index	finger.
	
Figure	25	shows	a	homopolar	motor	made	of,	 from	top	to	bottom,

one	 battery,	 one	 screw	 and	 one	magnet.	An	 electric	wire	 closes	 the
circuit	 and	 connects	 the	 top	 of	 the	 battery	 to	 the	 magnet.	 The
conjunction	 of	 the	 magnetic	 field	 (B	 –	 purple)	 and	 the	 current
intensity	 (I	 –	 red)	 generates	 the	 Lorentz	 force	 (F	 –	 green),	 i.e.	 the
electromotive	 force	 that	 spins	 the	 magnet.	 The	 resulting	 spin	 is
represented	with	orange	color.
	



Figure	25:	Representation	of	a	homopolar	motor	with	magnetic	field,

current	intensity,	subsequent	Lorentz	force	and	induced	spin.	(©

Sott.net)

	
Any	 conductor	 crossed	 by	 an	 electric	 current	 and	 an

electromagnetic	field	is	subjected	to	the	same	Lorentz	force.	This	also
applies	 to	 celestial	 bodies.	 Kristian	 Birkeland	 modeled	 the	 electric
state	 of	 celestial	 bodies	with	 his	 terrella	 experiment	 (see	 figure	 26),
where	 he	 plunged	 a	 charged,	 ball-shaped	 electrode	 into	 a	 vacuum.
Here	is	an	account	of	the	first	demonstration	of	the	terrella:
	

Once	Birkeland	was	satisfied	that	electrons	were	streaming	from	the
cathode,	 he	 flicked	 the	 switch	 beside	 the	 chamber	 and	 powered	 the



electromagnet	in	the	terrella.	Within	seconds,	a	purple	glow	could	be
seen	 encircling	Earth	 at	 the	 equator.	As	Birkeland	 increased	 the
strength	of	the	magnetic	field	around	the	Earth,	the	circle	divided,
and	two	circles	began	to	move	toward	the	poles.	The	audience	fell
silent	as	the	two	spiral	rings	of	glowing	phosphorescent	light	hovered
around	the	poles	of	the	Earth,	eerie	and	magical.	After	a	few	minutes
Birkeland	 turned	 off	 the	magnet	 and	 the	 cathode	 in	 the	 terrella;	 the
glow	disappeared,	and	the	audience	took	a	collective	breath.	[54]

	
Birkeland	 noticed	 that	 before	 the	 discharge	 circle	 divided,

discharges	were	mostly	localized	in	the	equatorial	and	polar	regions	of
the	 electrodes,	 as	 indicated	 in	 figure	 26.	 This	 strongly	 suggests	 that
most	of	the	current	injected	into	the	electrode	at	the	level	of	the	polar
regions	escaped	through	the	equatorial	region.	This	is	consistent	with
observations	of	the	Sun,	which	shows	a	predominant	glow	and	faster
rate	of	rotation	[55]	around	the	equatorial	region.
	

Figure	26:	Birkeland's	terrella	experiment.	(©	Sott.net)

	



Reasoning	by	analogy	and	applying	the	principles	of	the	homopolar
motor	 to	 celestial	 bodies	 like	 stars	 and	 planets,	 we	 find	 that	 the
‘internal’	magnet	of	the	celestial	body	plays	the	role	of	the	cylindrical
magnet	of	the	motor.	The	external	power	source	of	the	celestial	body
acts	as	the	battery.	The	partial	vacuum	that	constitutes	outer	space	is
equivalent	 to	 the	 partial	 vacuum	 generated	 in	 the	 lab.	 And	 the
Birkeland	 current	 crossing	 the	 plasma	 that	 surrounds	 the	 celestial
body	 plays	 the	 role	 of	 the	 electric	 wire	 which	 closes	 the	 circuit	 by
connecting	the	battery	to	the	magnet.

	
If	a	celestial	body	is	a	conductor	crossed	by	an	electric	current	and

an	electromagnetic	field,	it	will	also	be	subjected	to	the	Lorentz	force.
In	this	sense,	stars	and	planets	are	giant	homopolar	motors,	hence
their	 spin.	Therefore,	when	 the	 electric	 current	 and/or	 the	magnetic
field	decreases	in	strength,	the	rate	of	rotation	decreases	as	well.
	
Note	 that	 the	Moon	 doesn’t	 spin.	 As	 explained	 above,	 the	Moon

hasn’t	 developed	 a	 Double	 Layer	 (DL)	 of	 its	 own.	 It	 has	 no
plasmasphere	 because	 its	 electric	 potential	 is	 equal	 to	 that	 of	 its
surrounding	 space.	 Electric	 potentials	 being	 equal,	 the	Moon	 is	 not
subjected	 to	 any	 electric	 current,	 so	 no	 Lorentz	 force	 can	 be
generated,	hence	the	absence	of	spinning	[56].

	
For	 plasma	 cosmologists	 the	 driving	 force	 of	 spinning	 stars	 is

indeed	electricity:
	

…within	 the	 visible	 universe	 we	 find	 magnetic	 fields	 linking
galaxies,	 showing	 that	 the	 galaxies	 are	 ‘threaded	 like	 beads	 on	 a
string’,	 along	 cosmic	 power	 lines.	 The	 galaxies	 and	 stars	 within
them	are	driven	to	rotate	like	the	very	simplest	of	electric	motors,
known	as	the	‘homopolar’	or	Faraday	motor.	The	ubiquitous	spiral
arms	of	galaxies	 trace	 the	current	paths	between	 the	galactic	nucleus
and	the	periphery.	…From	an	electrical	standpoint	we	make	the	simple
observation	that	increasing	electric	current	input	to	stars	results	in



increasing	maximum	rotational	speeds.	[57]
	

In	 Part	 III,	 we	 will	 see	 how	 the	 Lorentz	 force	 (the	 result	 of	 the
interaction	between	electric	current	and	magnetic	field)	plays	a	role	in
numerous	natural	phenomena	on	Earth.

	
So	 far,	 in	 Part	 I	 we	 have	 introduced	 some	 basic	 concepts	 of	 the

Electric	Universe	 theory	and	plasma	cosmology:	 the	primary	 role	of
electrically	 charged	 plasma,	 the	 way	 in	 which	 different	 electrical
potentials	 form	 around	 celestial	 bodies	 and	 set	 up	 an	 electrical
gradient	 through	which	 current	 can	 flow,	 the	 relative	 charges	 of	 the
bodies	in	our	solar	system,	and	the	role	of	electricity	(specifically	the
Lorentz	force)	in	structuring	galaxies	and	solar	systems,	making	them
spin.	Now,	in	Part	II,	we’ll	take	a	closer	look	at	the	Nemesis	theory,
and	 how	 it	 might	 fit	 into	 the	 framework	 created	 by	 the	 above
concepts.
	



Footnotes

[54]:	Jago,	L.,	The	Northern	Lights,	Alfred	a	Knopf,	NY,	2001.
	

[55]:	According	to	the	movements	of	the	sunspots,	the	Sun	rotates	once	every	27	days	at	the	equator,	but
only	once	in	31	days	at	the	poles.
	

[56]:	 But,	 as	 previously	mentioned,	 the	Moon	 has	 not	 always	 been	 devoid	 of	 a	magnetosphere.	 The
Moon’s	 surface	 does	 bear	 remnant	 magnetism.	 The	 rocks	 returned	 to	 Earth	 by	 Apollo	 missions	 show
evidence	of	this	magnetism.	See:	Scott,	D.E.,	The	Electric	Sky,	p.	214
	

[57]:	Ibid,	p.130
	



PART	2

THE	SUN’S	COMPANION	AND	ITS
ACCOMPANYING	COMETARY

SWARM
	



CHAPTER	13:	SOLAR	DISCHARGES
	

Now	that	we	know	a	bit	more	about	plasma,	we	will	 focus	on	 the
electric	properties	and	behavior	of	the	Sun.	As	mentioned	above,	the
Sun-heliopause	couple	can	be	likened	to	a	giant	capacitor.	In	addition
to	 a	 permanent	 leakage	 current,	 the	 solar	 capacitor	 is	 subjected	 to
episodic	discharges	that	we	know	as	‘solar	activity’.	These	discharges
are	 actually	 Birkeland	 currents	 piercing	 the	 photosphere	 (the	 bright
and	 hot	 envelope	 surrounding	 our	 star),	 creating	 sunspots,	 which
allow	 the	 colder	 internal	 dark	 solar	 matter	 to	 become	 visible.	 As
shown	 in	 figure	 27,	 the	 Sun’s	 photosphere	 is	 granulated.	 These
‘granules’	 are	called	 ‘anode	arcs’	or	 ‘anode	 tufts’.	Because	all	 these
tufts	have	the	same	polarity,	the	current	filaments	arrange	themselves
so	that	they	avoid	each	other,	hence	their	granulated	appearance.
	



Figure	27:	Contour	of	a	sunspot.	This	image	is	one	of	the	sharpest

views	of	the	Sun	ever	taken.	The	shot	was	made	in	2002,	from	the

Swedish	Solar	Telescope.	(©	SST)

	
Solar	flares	and	coronal	mass	ejections	(CMEs)	are	associated	with

sunspots.	 [58]	Typically,	 a	 surge	 in	 solar	 activity	 results	 in	 a	massive
ejection	of	particles	 from	 inside	 the	Sun	 (figure	28).	These	particles
first	pierce	the	photosphere	(creating	a	sunspot)	and	then	pursue	their
course	outside	 the	Sun,	usually	as	 flares	 [59],	or	CMEs	 if	 the	burst	 is
powerful	enough.
	



Figure	28:	Solar	flare	captured	by	the	Solar	Dynamics	Observatory

on	September	8th	2010.	(©	NASA)

	
What	 causes	 an	 increase	 in	 solar	 activity?	 What	 triggers	 solar

discharges?	 The	 Sun’s	 heliopause,	 the	 external	 boundary	 of	 the
heliosphere,	is	almost	100	astronomical	units	(AU)	(that	is,	100	times
the	 SunEarth	 distance)	 [60]	 from	 the	 Sun.	 Recall	 that,	 in	 electrical
terms,	the	Sun-heliopause	couple	acts	like	a	giant	capacitor	in	which
the	Sun	 is	 the	positive	electrode	 (anode)	–	 relatively	speaking	–	and
the	furthest	extent	of	the	heliosphere,	also	known	as	the	‘heliopause’,
is	the	negative	electrode	(cathode).

	
Bodies	 within	 the	 Sun’s	 heliosphere,	 like	 comets	 and	 planets,

can	 trigger	 solar	 discharges	 (solar	 flares,	 sunspots,	 coronal	 mass
ejections)	in	the	same	way	a	mosquito	flying	between	two	wires	of	a
bug	zapper	triggers	an	electric	discharge,	as	previously	mentioned.	In
both	cases,	the	resistance	between	the	two	electrodes	of	the	capacitor
is	lowered	by	the	foreign	body	and	enables	an	electric	discharge.



	
The	 influence	 of	 a	 celestial	 body	 on	 solar	 discharges	 depends	 on

several	 factors:	 its	 size,	 its	 electric	 charge,	 its	 trajectory	 and	 its
location.

	
The	more	massive	and	negatively	charged	a	body	is,	the	more	likely

it	 is	 to	 trigger	a	discharge	of	 the	 (relatively)	positively	charged	Sun.
From	 this	perspective,	 Jupiter,	Saturn	and	comets	are	 the	main	 solar
dischargers.	 Jupiter	 and	 Saturn	 are	 major	 players	 because	 they	 are
massive	and	highly	charged	planets.	For	example,	Jupiter’s	magnetic
field	is	about	10	times	stronger	than	Earth’s,	reaching	up	to	14	gauss
at	the	poles,	[61]	making	it	the	strongest	planetary	magnetic	field	in	the
solar	system.
	
In	comparison	to	Saturn	or	Jupiter,	comets	are	tiny.	However,	their

high-density	plasma	 tails	can	extend	over	millions	of	kilometers	and
display	extremely	high	electric	charges,	partly	due	to	the	eccentricity
of	 their	 orbits.	 [62]	 This	 is	 illustrated	 by	 the	 strong	 glow	 that	 comets
display,	 and	 by	 their	 ability	 to	 hold	 a	 giant	 Langmuir	 sheath	 (DL)
around	them.	[63]
	
Celestial	 bodies	 can	 also	 act	 in	 conjunction	 to	 modulate	 solar

activity.	 Typically,	 planetary	 alignments	 will	 add	 up	 the	 electric
discharge	potential	of	each	planet.	 [64]	Of	course,	if	electrically	active
planets	 like	 Jupiter	 and	 Saturn	 are	 involved	 in	 this	 alignment,	 the
discharge	will	be	even	more	massive.	If	the	Earth	happens	to	be	part
of	this	planetary	alignment,	or	close	enough,	it	can	find	itself	located
on	 the	 trajectory	 of	 strong	 solar	 emissions.	 [65]	 This	 leads	 to	 several
earthly	 effects,	 one	 of	 which	 is	 the	 auroras	 at	 the	 poles,	 where	 a
massive	 quantity	 of	 solar	 particles	 enters	 the	 Earth’s	 atmosphere
through	 its	 thinnest	 parts	 (the	 Polar	 Regions)	 and	 ionizes	 the	 sky,
hence	the	glowing	lights	observed	at	high	latitudes.
	



Figure	29:	Aurora	Australis	(above	Antarctica),	captured	by

satellite	in	2005.	(©	NASA)

	
Geomagnetic	 storms	 are	 another	 direct	 consequence	 of	 surges	 in

solar	 activity.	The	1859	 ‘solar	 superstorm’	 is	one	of	 the	best-known
examples:
	

On	 September	 1859,	 the	 largest	 recorded	 geomagnetic	 storm
occurred.	 From	 August	 28	 until	 September	 2,	 1859,	 numerous
sunspots	and	solar	flares	were	observed	on	the	Sun.	This	is	referred	to
as	 the	 1859	 solar	 superstorm	 or	 the	 Carrington	 Event.	 It	 can	 be
assumed	 that	 a	massive	Coronal	mass	 ejection	 (CME),	 associated



with	the	flare,	was	launched	from	the	Sun	and	reached	the	Earth
within	eighteen	hours	–	a	 trip	 that	normally	 takes	 three	 to	 four	days.
Telegraph	 wires	 in	 both	 the	 United	 States	 and	 Europe	 experienced
induced	 EMF,	 in	 some	 cases	 even	 shocking	 telegraph	 operators	 and
causing	 fires.	 Aurorae	 were	 seen	 as	 far	 south	 as	 Hawaii,	 Mexico,
Cuba,	and	Italy	–	phenomena	that	are	usually	only	seen	near	the	poles.
[66]

	
The	currents	induced	on	Earth	by	the	superstorm	were	so	strong	that

they	knocked	out	the	whole	power	grid	in	the	United	States.	Although
telegraph	lines	lost	power,	they	continued	to	function,	powered	solely
by	the	current	induced	by	the	solar	storm:
	

This	 almost	 incredible	 feat	 was	 accomplished	 on	 the	wires	 of	 the
American	Telegraph	Company	between	Boston	and	Portland,	upon	the
wires	 of	 the	Old	Colony	 and	 Fall	 River	Railroad	Company	 between
South	Braintree	and	Fall	River,	and	upon	other	lines	in	various	parts	of
the	country.	Such	was	 the	 state	of	 the	 line	on	 the	September	2nd,
1859,	when	for	more	than	one	hour	they	held	communication	over
the	wires	with	the	aid	of	celestial	batteries	alone.	[67]

	
Even	a	body	as	small	as	the	Moon	can	exert	very	tangible	effects	on

Earth,	particularly	in	terms	of	weather.	In	fact,	some	weather-watchers
[68]	take	the	Sun-Moon-Earth	positions	into	account	when	determining
their	weather	forecasts,	which	often	are	strikingly	accurate.

	
New	moons	 are	 times	 of	weather	 disruption.	 Just	 before	 the	 new

moon	 appears,	 it	 is	 located	 directly	 between	 the	 Sun	 and	 the	 Earth,
shielding	 Earth	 from	 solar	 activity.	 Then,	 during	 the	 few	 days
following	 the	 appearance	 of	 the	 new	 moon,	 the	 Earth	 is	 no	 longer
shielded	 from	 the	 incoming	 solar	 wind	 and	 suddenly	 receives	 a
massive	 inflow	 of	 solar	 particles,	 leading	 to	 intensified	 weather
events.
	



Figure	30:	When	the	moon	is	full	it	is	located	within	the	Earth’s

plasma	tail,	hence	its	increased	influence.	(©	Sott.net	adapted

from	SOHO	/	NASA)

	
Full	 moons	 are	 often	 associated	 with	 weather	 disruption	 and

catastrophes	because,	 as	 depicted	 in	 figure	30,	 during	 this	 phase	 the
Moon	 enters	 the	 Earth’s	 plasma	 tail	 (magnetotail)	 and	 disturbs	 its
electromagnetic	 activity.	 [69]	 In	 such	 instances	 the	Moon	 acts	within
the	Earth’s	plasmasphere	as	previously	mentioned	comets	act	within
the	Sun’s	heliosphere.	As	such	 the	 full	moon	acts	as	a	discharger	of
the	Earth	capacitor.	In	addition,	during	a	full	moon,	the	moon	and	the
Earth	 are	 aligned	 and	 add	 up	 their	 discharge	 capacity,	 triggering
increased	 solar	 activity,	 hence	 the	 correlation	 between	 full	 moon
phases	and	increased	solar	activity.	[70]
	
In	 a	 similar	 manner,	Venus	 can	 also	 exert	 a	 strong	 influence	 on

Earth	 (see	 figure	31)	because	of	 its	close	proximity.	 Indeed	Venus’s
plasma	 tail	 extends	 some	 45	 million	 kilometers	 in	 the	 direction	 of
Earth’s	orbit.	 [71]	This	plasma	tail	almost	reaches	Earth	when	the	two
planets	are	at	their	closest,	therefore	it	can	strongly	disrupt	the	Earth’s
electric	 state.	 This	 brushing	 constitutes	 an	 intermittent	 circuit	 for



transferring	charge	between	the	 two	adjacent	planets.	 [72]	 In	addition,
in	such	a	case,	Venus	and	Earth	are	aligned	with	the	Sun	and	add	up
their	discharge	capacity.
	

Figure	31:	Venus	plasma	tail	almost	reaches	Earth’s	orbit
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CHAPTER	 14:	 VARIATIONS	 IN
SOLAR	ACTIVITY
	

As	 mentioned	 above,	 the	 Sun’s	 activity	 is	 the	 result	 of	 solar
discharges	 triggered	 by	 charged	 celestial	 bodies	 in	 the	 solar	 system
and	 by	 planetary	 alignments.	 The	 three	 main	 discharge	 phenomena
(flares,	CMEs	and	sunspots)	are	intimately	correlated	and	indicate	an
increase	in	solar	activity.	For	now	we’ll	focus	on	sunspots	as	the	main
indicators	of	solar	activity.
	



Figure	32:	Sunspots	on	June	22nd	2004.	The	sunspots	are	the	dark

spots	located	near	the	center	of	the	image.	(©	Wikimedia	Commons)

	
Sunspots	 have	 been	 observed,	 studied	 and	 recorded	 for

centuries.	Scholars	in	the	East,	starting	with	Chinese	astronomer	Gan
De,	 began	 studying	 them	 as	 early	 as	 364	 B.C.	 [73].	 The	 first	 clear
mention	 of	 sunspots	 by	 a	 Western	 observer	 was	 made	 around	 325
B.C.	by	Theophrastus,	[74]	a	student	of	Plato	and	Aristotle.
	
From	the	middle	of	the	18th	century,	scientists	began	systematically

counting	 the	number	of	observable	 sunspots.	This	 count	provides	us
with	 a	 very	 useful	 record	 of	 solar	 activity	 spanning	more	 than	 250
years	 (from	 1750	 to	 the	 present).	 As	 depicted	 in	 figure	 33,	 the



average	number	of	sunspots	during	this	time	varied	greatly,	from
0	sunspots	a	month	to	more	than	250.
	

Figure	33:	Average	monthly	number	of	sunspots	(1750–present).	(©

Spaceweather.com)

	
As	of	2013,	we	are	currently	going	through	solar	cycle	24	(SC24),

which	exhibits	some	unusual	and	unexpected	low	activity.	According
to	official	predictions,	SC24	was	supposed	to	start	in	2006,	but	solar
activity	was	extremely	low	for	the	subsequent	four	years	(2006-2010);
the	cycle	only	got	off	 to	a	 timid	start	 in	2010.	 [75]	 In	addition	 to	 this
delayed	and	weak	start,	NASA,	which	initially	anticipated	a	monthly
maximum	[76]	of	180	sunspots	for	solar	cycle	24,	progressively	revised
this	figure	down	to	just	80	sunspots	/	month.
	
Figure	 34	 shows	 the	 weak	 solar	 cycle	 24	 (blue	 line)	 and	 the

repeated	downgrading	of	solar	cycle	predictions	(purple	curve	=	2006



prediction;	 green	 curve	 =	 2008	 prediction;	 yellow	 curve	 =	 2009
prediction;	red	curve	=	2010	prediction).	[77]
	

Figure	34:	Solar	cycle	24:	observed	data	vs.	NASA	predictions.	(©

Sott.net,	after	iceagenow.info)

	
As	 Joe	 Gurman,	 a	 project	 scientist	 for	 NASA’s	 sun-observing

mission	Stereo	[78],	recently	stated	about	the	current	SC24:
	

It’s	 likely	 to	 be	 the	 lowest	 solar	 maximum,	 as	 measured	 by
sunspot	‘number’,	in	more	than	a	century.	[79]

	
For	 comparison,	 cycle	 23’s	 maximum	 in	 2000	 exhibited	 120

sunspots.	As	depicted	in	figure	35,	solar	cycle	23	(purple	curve)	was
already	 weak	 compared	 to	 its	 predecessors.	 Solar	 cycles	 22	 (blue
curve)	 and	 21	 (green	 curve)	 reached	 a	 maximum	 of	 almost	 160
sunspots.	That’s	35%	more	 than	solar	cycle	23	and	100%	more	 than
the	initial	estimate	for	solar	cycle	24’s	maximum.



	
SC23	not	only	had	a	low	maximum;	it	also	had	a	weaker	start	than

its	predecessors,	as	 illustrated	by	sunspot	 levels	for	SC21,	SC22	and
SC23	at	year	2	(the	vertical	red	line	in	figure	35).	It	seems	therefore
that	solar	activity	 started	 to	decrease	 soon	after	 the	beginning	of
solar	 cycle	 23;	 that	 is	 to	 say,	 around	 1998.	 [80]	 Since	 then,	 the
decrease	in	solar	activity	seems	to	have	accelerated.
	

Figure	35:	Comparison	of	solar	cycles	19,	20,	21,	22	and	23	(©

Wattsupwiththat.com)

	
The	numerous	‘adjustments’	 to	 the	SC24	forecast	strongly	suggest

that	 NASA	 doesn’t	 comprehend	 all	 the	 factors	 modulating	 solar
activity.	 It	 also	 provokes	 a	 number	 of	 questions.	On	what	 basis	 did
they	 make	 the	 above-described	 repeatedly	 over-optimistic
predictions?	How	is	it	that	the	observed	maximum	for	SC24	produced
results	 that	 completely	 contradicted	 the	 predicted	 maximum?	 What
other	 factors	 are	 modulating	 solar	 activity	 that	 perhaps	 not	 even
NASA	is	aware	of?
	
Something	 else	 that	 makes	 solar	 cycle	 24	 stand	 out	 is	 that	 its

unusually	low	solar	activity	coincides	with	an	exceptionally	high	level
of	meteoric	 activity	 in	 our	 skies.	We’ll	 discuss	 this	 in	 greater	 detail



later	 on	 [81],	 but	 for	 now	 let’s	 assume	 that	 this	 increase	 in	 fireball
observations	 is	 due	 to	 increased	 cometary	 activity	 in	 the	 inner	 solar
system.
	
The	chart	 in	 figure	36	 is	based	on	data	collected	by	 the	American

Meteor	Society	(AMS).	 [82]	Reported	fireballs	increased	by	1931%
over	 the	 2005–2012	 period.	 Unfortunately	 the	 AMS	 doesn’t	 have
data	prior	to	2005,	although	observers	apparently	began	taking	notice
of	fireball	and	meteorite	reports	around	2002.	[83]
	

Figure	36:	Acceleration	of	the	increase	in	fireballs	over	the	whole

AMS	observation	period	(2005–present).	(©	Sott.net)

	
So,	 on	 one	 hand	we	 have	 an	 exceptionally	 quiet	 Sun	 and,	 on	 the

other	hand,	we	have	exceptionally	high	cometary/meteor	activity.	But
high	 cometary	 activity	 is	 supposed	 to	 trigger	 massive	 and	 frequent
solar	discharges.	Instead,	the	Sun	has	not	been	this	quiet	for	more	than



a	century.
	
Did	we	miss	something?

	
How	 can	 we	 reconcile	 high	 comet	 activity	 and	 reduced	 solar

activity?	What	is	causing	the	reduction	in	solar	activity?	What	causes
the	 increase	 in	 meteor	 activity?	 Could	 the	 same	 cause	 account	 for
both?
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CHAPTER	15:	ENTER	NEMESIS
	

As	everybody	knows,	our	solar	system	is	powered	by	a	single	star,
the	 Sun.	Well,	 it	 is	 assumed	 that	 ours	 is	 a	 single-star	 solar	 system
because	 we	 see	 only	 one	 sun	 rise	 each	 morning.	 However,	 this	 is
actually	 quite	 a	 peculiar	 configuration,	 since	most	 stars	 astronomers
have	observed	are	part	of	multi-star	systems	(most	often	binary).

	
Based	 on	 data	 from	 NASA’s	 Chandra	 X-ray	 observatory,	 it’s

estimated	 that	 over	 80%	 of	 all	 stars	 may	 be	 in	 either	 binary	 or
multiple-star	systems.	[84]	Grazia	and	Milton,	who	studied	the	60	star
systems	nearest	to	our	own	reached	a	comparable	conclusion:
	

61%	of	the	60	nearest	stars	are	components	of	a	double	(binary)	or
triple	star	system.	[85]

	
A	 twin-star	 model	 for	 our	 own	 solar	 system	 is	 a	 tantalizing

prospect,	 not	 least	 because	 it	 could	 account	 for	 many	 ‘anomalies’
exhibited	 by	 the	 single-star	 hypothesis.	 As	 stated	 by	 the	 Binary
Research	Institute	(BRI):
	

…	elliptical	orbit	equations	have	been	found	to	be	a	better	predictor
of	 precession	 rates	 than	 Newcomb’s	 formula,	 showing	 far	 greater
accuracy	over	the	last	hundred	years.	Moreover,	a	moving	solar	system
model	 appears	 to	 solve	 a	 number	 of	 solar	 system	 formation	 theory
problems	 including	 the	 sun’s	 lack	 of	 angular	momentum.	For	 these
reasons,	BRI	has	 concluded	our	 sun	 is	most	 likely	part	of	a	 long
cycle	binary	system.	[86]

	



Figure	37:	Sirius	is	a	binary	star.	Sirius	A	is	the	brightest.

Sirius	B	is	dimmer	and	so	close	to	Sirius	A	that	it	was	not	sighted

until	1862.	(©	NASA)

	
Bear	in	mind	that	the	binary	systems	identified	above	are	composed

of	stars	bright	enough	to	be	detected	with	a	telescope.	This	means	that
the	 percentage	 of	 binary	 systems	 may	 be	 even	 higher,	 since	 some
systems	can	 include	 ‘unlit’	 stars,	 like	 so-called	 ‘brown	dwarfs’,	 for
example.
	
For	 plasma	 cosmologists,	 a	 binary	 system	 is	 the	 logical	 way	 for

individual	 stars	 to	 cope	with	 high	 electric	 stress,	 causing	 any	 given
star	 to	 go	 through	 a	 process	 of	 fission	 (i.e.	 splitting	 into	 two	 or
more	 parts).	 [87]	 When	 a	 sphere	 is	 divided	 into	 two	 equally-sized
spheres,	 the	 total	mass	will	 remain	 the	 same	 (no	matter	 disappears)
but	the	total	surface	area	of	this	pair	will	be	about	26%	larger	than	the
area	of	 the	original	single	sphere.	 [88]	This	 increases	 the	 total	surface



area	 exposed	 to	 the	 electric	 field	 and	 thus	 decreases	 the	 current
density	 (amperes	 per	 square	 meter).	 Therefore,	 electrically-induced
fission	enables	stars	to	reduce	the	electric	stress	they	are	subjected	to
by	spreading	it	between	two	or	more	stars.

	
Because	 of	 the	 lower	 level	 of	 electric	 stress	 exerted	 on	 a	 binary

system	after	 fission,	 brown	dwarfs	 (stars	 exposed	 to	 a	weak	 electric
field,	 hence	 their	 reduced	 brightness)	 should	 be	 quite	 common	 in
binary	systems:
	

If	 the	members	of	a	 resulting	binary	pair	 turn	out	 to	be	unequal	 in
size,	the	larger	one	will	probably	have	the	larger	current	density	–	but
still	 lower	than	the	original	value.	(This	assumes	that	the	total	charge
and	 total	driving	current	 to	 the	original	star	distributes	 itself	onto	 the
new	 stars	 proportionally	 to	 their	 masses.)	 In	 this	 case,	 the	 smaller
member	of	the	pair	might	have	such	a	low	value	of	current	density
as	to	drop	it,	abruptly,	to	‘brown	dwarf’	or	even	‘giant	gas	planet’
status.	[89]

	
It’s	 clear	 that	 binary	 stars	 are	 very	 common,	 probably	 even	more

common	than	acknowledged	in	the	scientific	literature.	So,	is	our	Sun
one	 more	 anomaly	 in	 the	 rather	 anomalous	 universe	 depicted	 by
mainstream	science?	Is	it	really	single?

	
A	 significant	 clue	 that	 our	 star	 may	 in	 fact	 be	 part	 of	 a	 binary

system	 appeared	 in	 Nature	 on	 March	 19th,	 1982,	 [90]	 when	 the
paleontologists	 David	 Raup	 and	 Jack	 Sepkoski	 unveiled	 a	 cyclical
pattern	 of	 mass-extinction	 events	 in	 the	 fossil	 record.	 [91]	 Their
research	 revealed	 that	 over	 the	 last	 250	 million	 years,	 the	 Earth
regularly	experienced	mass	extinctions,	as	depicted	in	figure	38.
	



Figure	38:	A	plot	of	extinction	intensity	from	the	Sepkoski	data.

Out	of	19	events	(circled	points),	11	(green	circled	points)	lie	on

the	vertical	lines	showing	the	27-MY	(million	year)	interval.	(©

Sott.net	adapted	from	Melottt	&	Bambach)

	
Berkeley	 physicist	 Richard	 Muller	 discovered	 another	 significant

clue	 in	May	1986	when	he	 compiled	 the	 iridium	 levels	measured	 at
the	 Eocene-Oligocene	 (E-O)	 boundary,	 which	 marked	 the	 mass
extinction	 that	occurred	between	39	and	35	million	years	 ago,	 in	66
different	 locations	across	 the	five	 inhabited	continents.	As	shown	on
the	map	in	figure	39,	the	results	were	unexpected:	in	each	of	those	66
different	locations,	Muller	found	abnormal	levels	of	iridium.	[92]
	



Figure	39:	66	iridium	concentration	anomalies	measured	at	the	E-O

boundary.	(©	R.	Muller)

	
What’s	the	big	deal	with	iridium,	you	might	wonder.	Together	with

gold,	 platinum,	 osmium	 and	 rhenium,	 iridium	 is	 one	 of	 the	 ‘noble
elements’	 which	 are	 10,000	 times	 as	 abundant	 in	 meteoric	 material
than	in	the	Earth’s	crust.	[93]	But	it’s	not	just	meteors	that	deliver	these
elements	 to	Earth;	 the	massive	 radiations	emitted	by	supernovas	can
also	generate	large	quantities	of	heavy	elements,	including	iridium.
	
So,	 while	 iridium	 anomalies	 at	 the	 E-O	 boundary	 signal	 that	 the

mass	extinction	about	37	million	years	ago	was	due	to	a	cosmic	event,
it	 remained	 to	 be	 seen	 whether	 the	 culprit	 was	 a	 supernova	 or	 a
meteor	bombardment.

	
Luis	Alvarez	[94]	was	one	of	the	proponents	of	the	supernova	theory.

To	prove	his	case	he	reasoned	as	follows:



	
Pu-244,	one	of	 the	isotopes	of	plutonium,	isn’t	naturally	present	 in

the	Earth’s	crust,	nor	in	meteorites.	However,	 it	 is	one	of	 the	heavy
elements	 created	 by	 supernovas.	 So,	 if	mass	 extinctions	were	 due	 to
supernova	explosions,	 then	we	should	 find	abnormally	high	 levels	of
Pu-244	 in	 the	 geological	 era	 boundary	 material	 because	 of	 its	 very
long	 half-life	 of	 80	 million	 years.	 The	 analysis	 of	 Pu-244
concentrations	 in	 the	 clay	 sample	 from	 the	 E-O	 boundary	 led	 to	 the
following	conclusion:

	
There	was	no	plutonium.	A	supernova	had	not	killed	the	dinosaurs.

These	 results	were	 later	 published	 in	 a	 paper	 titled	 ‘Negative	 results
for	 the	 Supernova	 hypotheses’.	 In	 this	 paper	 they	 [Alvarez	 et	 al.]
described	 how	 the	measurements	 showed	 there	 was	 no	 plutonium-
244	present,	and	how	this	result	ruled	out	the	supernova	theory…
[95]

	
If	 it	 was	 not	 a	 supernova,	 then	 the	 only	 possible	 cause	 was

bombardment	 from	 asteroids	 or	 comets	 (we	 can	 use	 these	 terms
interchangeably,	 as	 I’ll	 explain	 in	 Chapter	 18).	 Since	 then,	 several
research	 teams,	 including	 University	 of	 Louisiana	 astronomer	 Dr.
Daniel	 Whitmire	 and	 the	 Mellot	 and	 Bambach	 [96]	 team,	 have
published	papers	confirming	 that	meteor	bombardments	were	 indeed
the	cause	of	this	mass	extinction	event	on	planet	Earth.

	
Once	it	was	established	that	a	majority	of	cyclical	mass	extinctions

were	due	to	asteroids,	another	question	arose:	what	is	the	main	driver
of	 these	 cyclical	 asteroid	 bombardments?	 The	 idea	 that	 a	 single
asteroid	or	 a	 swarm	of	 asteroids	 can	 follow	a	 stable	27-million-year
orbit	must	be	ruled	out.
	
Small	celestial	objects	cannot	remain	long	in	stable	orbits.	As	we’ve

seen	 repeatedly	 in	 recent	 years,	 when	 comets	 approach	 massive
celestial	 objects	 like	 Saturn,	 Jupiter	 or	 the	 Sun,	 they	 are	 either
destroyed,	 broken	 up,	 drastically	 weakened,	 ‘sucked	 in’	 (hence	 the
name	 ‘sun-diving	 comets’),	 or	 the	 encounter	 alters	 their	 orbit	 as



they’re	violently	ejected	back	out	of	 the	 inner	 solar	 system.	So,	 it	 is
very	 unlikely	 that	 an	 asteroid	 swarm	 could	 cross	 the	 solar	 system,
maintaining	 a	 stable	 orbit	 throughout	 the	 journey,	 then	 return	 to	 the
inner	solar	system	on	its	next	revolution	and	do	it	again	and	again	for
over	 500	 million	 years	 as	 suggested	 by	 Raupp	 and	 Sepkovsky’s
research	[97].

	
In	 addition,	 such	 a	 long	 orbit	 implies	 that	 the	 hypothetical

asteroid(s)	 would	 travel	 several	 light	 years	 away	 [98]	 from	 the	 Solar
system	and	be	subjected	to	the	disruptive	gravitational	forces	of	other
stars.
	





Figure	40:	Alfred	Rethel,	‘Nemesis’,	1837.	Oil	on	canvas,	Hermitage

Museum

	
If	 asteroid(s)	 can’t	 follow	 such	 a	 stable	 27	 million	 year	 orbit	 by

themselves,	 then	 something	 else	 obviously	 does;	 something	 large
enough	to	maintain	a	stable	orbit;	and	something	that	regularly	sends
fresh	comets	our	way.	That’s	where	Richard	Muller	came	up	with	the
idea	 that	 a	 solar	 companion	 –	 a	 twin	 Sun	 –	 followed	 such	 an	 orbit.
Every	27	million	years,	on	its	approach	towards	the	solar	system,	such
a	 companion	 would	 disturb	 asteroids	 or	 comets	 local	 to	 its	 orbit,
pushing	 and	 pulling	 them	 along	 its	 trajectory.	 Muller	 named	 this
hypothetical	Sun’s	companion	‘Nemesis’	 [99]	after	 the	Greek	goddess
who	relentlessly	persecutes	the	excessively	rich,	proud	and	powerful.
Actually	this	is	quite	an	apt	choice	of	name,	as	we	will	see	further	on
in	our	discussion	of	 the	possible	 role	played	by	 the	 ‘rich,	proud	and
powerful’	in	cosmic	affairs.
	
After	 Muller’s	 groundbreaking	 work,	 several	 research	 teams,

including	 University	 of	 Arizona	 astronomer	 Frank	 Low	 [100]	 and
Thomas	Chester	 [101]	 from	NASA’s	 Jet	Propulsion	Laboratory	 (JPL),
began	searching	the	sky	to	find	Nemesis.	Their	quest	lasted	for	years
but	 returned	 no	 positive	 results,	 so	 observers	 have	 yet	 to	 find
Nemesis.	But	as	we	noted	earlier,	some	stars	are	not	bright	at	all,	as	is
the	case	with	brown	dwarfs	(Dan	Whitmire’s	star	category	of	choice
for	Nemesis	 [102])	and,	to	a	lesser	extent,	extinct	red	dwarfs	(Muller’s
choice	[103]).

	
If	the	Sun’s	companion	is	a	brown	dwarf	–	and	if	it	is	also	orbiting

in	the	ecliptic	plane	–	finding	it	would	be	literally	like	finding	a	dark,
invisible	object	surrounded	by	millions	of	bright,	shining	ones,	a	feat
even	more	difficult	than	searching	for	a	needle	in	a	haystack.	This	is
quite	an	apt	metaphor	since	up	until	now	the	technology	hasn’t	existed
to	 allow	 us	 to	 successfully	 and	 systematically	 detect	 dark	 celestial



bodies	like	brown	dwarfs,	as	Whitmire	explains:
	

Currently,	 I	 am	 searching	 the	 half	 billion	 point	 sources	 in	 the
2MASS	database	for	evidence	of	this	object.	This	survey	covered	99%
of	the	sky	at	near-infrared	wavelengths	of	1–2	microns.	The	optimum
wavelength	 for	 our	 search	 is	 5	microns	 but	 no	 such	 full	 sky	 survey
exists,	as	yet.	[104]

	
If	Nemesis	exists,	the	fact	that	it	hasn’t	been	found	despite	years	of

research	strongly	advocates	for	it	being	a	dark	star.
	

Figure	41:	An	artist’s	depiction	of	a	brown	dwarf.	(©	Wikimedia

Commons).

	
As	a	side	note,	according	to	mainstream	science,	brown	dwarfs	are

small	stars	nearing	the	end	of	their	life.	In	standard	cosmology,	their
‘internal	 Fermi	 reactions’	 are	 decreasing	 due	 to	 lack	 of	 fuel
(hydrogen),	 making	 them	 progressively	 dimmer	 and	 dimmer.
However,	 there	 are	 several	 problems	 with	 this	 model.	 For	 starters,
brown	dwarfs	emit	X-rays:
	

The	 orbiting	 x-ray	 telescope	 Chandra	 recently	 discovered	 a
brown	dwarf	(spectral	class	M9)	emitting	an	x-ray	flare.	This	poses
an	additional	problem	for	the	advocates	of	the	stellar	fusion	model.	A



star	 this	 cool	 should	 not	 be	 capable	 of	 x-ray	 flare	 production.	 How
‘gravitational	collapse’	can	produce	x-rays	remains	unexplained.	‘We
were	shocked,’	said	Dr.	Robert	Rutledge	of	the	California	Institute	of
Technology	 in	 Pasadena,	 the	 lead	 author	 on	 the	 discovery	 paper	 to
appear	 in	 the	 July	 20	 issue	 of	 Astrophysical	 Journal	 Letters.	 ‘We
didn’t	 expect	 to	 see	 flaring	 from	 such	 a	 lightweight	 object.	 This	 is
really	the	‘mouse	that	roared.’	[105]

	
In	standard	astronomical	models,	brown	dwarfs	are	‘supposed	to	be’

too	cool	and	too	small	to	maintain	fusion	reactions	in	their	cores.	The
minimum	 temperature	 ‘should	 be’	 three	million	 degrees	Kelvin	 and
the	mass	should	be	at	least	seven	percent	of	the	Sun’s	mass.	However,
some	 ‘brown	 dwarfs’	 do	 not	 meet	 these	 criteria.	 Therefore,	 the
absence	 of	 nuclear	 fusion	 cannot	 be	 explained	 by	 their	 size	 and/or
temperature.	Besides,	they	do	emit	X-ray	radiation,	which	is	the	main
marker	of	nuclear	activity.	[106]
	
But	 a	 brown	 dwarf	 presents	 no	 anomaly	 in	 electric	 models.	 It’s

simply	a	star	that	is	not	glowing	because	the	local	electric	field	is	too
weak.	 From	 this	 perspective,	 it’s	 not	 the	 size	 (and	 therefore	 the
limited	 gravitational	 field)	 that	 makes	 a	 star	 dark,	 but	 the	 electric
stress.	 If	 the	 electric	 stress	 is	 too	 low,	 the	 star	 (whatever	 its	 size)
doesn’t	 glow.	 Thus,	 the	 size	 and	 temperature	 range	 determined	 by
mainstream	science	to	define	brown	dwarfs	is	irrelevant.
	
In	figure	42,	we	refined	Muller’s	simulation	[107]	for	Nemesis’	orbit.

In	 this	 simulation,	 Nemesis	 is	 slightly	 bigger	 and	 its	 perihelion
slightly	closer	to	the	Sun.	The	relative	mass	of	Nemesis	and	the	Sun
being	quite	similar,	they	turn	around	the	same	point	known	as	‘center
of	mass’,	the	red	circle	in	the	right	part	of	the	drawing.
	



Figure	42:	Simulation	of	Nemesis'	orbit	(mass	=	0.56	of	Sun	mass	–

perihelion	equals	49	AU).	(©	Sott.net)

	
In	this	same	figure,	the	Sun’s	orbit	is	the	black	small	ellipse	on	the

left;	Nemesis’s	orbit	is	the	red	large	ellipse	on	the	right.	The	graph	on
the	right	zooms	in	on	the	perihelion	(the	region	in	which	the	Sun	and
Nemesis	 make	 their	 closest	 approach).	 Notice	 that,	 because	 of	 the
long	orbital	period	of	Nemesis,	its	orbit	is	very	oblate	(flat	ellipse).

	
Figure	43	displays	Nemesis’	orbit	and	the	solar	system.

	



Figure	43:	Nemesis’	hypothesized	orbit	–	The	size	of	the	celestial

bodies	has	been	exaggerated	(©	Sott.net)

	
This	 simulation	 is	 based	 on	 the	 following	 hypothesis:	 Nemesis’

mass	=	56%	of	the	Sun’s	mass.	Nemesis’	perihelion	=	49	AU	(roughly
the	distance	between	the	Sun	and	Pluto).	Duration	of	Nemesis’	orbit	=
26.9-million-year	cycle	as	calculated	by	Mellot	and	Bambach.	[108]
	
As	 a	 result	 the	 speed	 of	 Nemesis	 (relative	 to	 the	 Sun	 at	 the

perihelion)	would	be	4.66	miles/s.	The	aphelion	(the	greatest	distance
between	the	Sun	and	Nemesis)	would	be	203,000	AU,	 i.e.	3.21	light
years	[109].The	eccentricity	of	Nemesis	orbit	would	be	0.999,	i.e.	a	very
oblate	ellipse	shape.

	
However	 the	simulation	above	doesn’t	give	any	 information	about

the	 actual	 location	 of	 Nemesis	 relative	 to	 the	 Sun.	 According	 to
Mellot	 and	Bambach’s	 graph	 showing	 cyclical	mass	 extinctions,	 the
last	major	extinction	event,	known	as	the	Middle	Miocene	disruption
[110],	 occurred	 about	 14	 million	 years	 ago.	 Assuming	 that	 to	 be	 the
case,	 the	 Sun’s	 companion	 should	 currently	 be	 at	 or	 near	 aphelion
along	its	27-million-year	orbit	and	should	therefore	pose	no	threat	to
life	on	Earth.
	



But	did	the	Middle	Miocene	disruption	really	occur	14	million	years
ago?	To	create	their	timelines,	Muller,	Raup	and	others	tested	samples
in	 relevant	 geological	 strata;	 in	 particular,	 they	 tested	 some	 of	 the
numerous	 fossilized	 animals	 and	 plants	 killed	 during	 the	 mass
extinction,	relying	heavily	on	radiocarbon	dating.
	



Footnotes

[84]:	Cruttenden,	W.,	Lost	Star,	p.111
	

[85]:	De	Grazia,	A.	&	Milton,	E.R.,	Solaria	Binaria,	p.17
	

[86]:	‘Introduction	to	Binary	Companion	Theory’,	Binary	Research	Institute.
	

See:	www.binaryresearchinstitute.org/bri/research/introduction/theory.shtml
	

[87]:	Scott,	D.,	The	Electric	Sky,	p.	157-159
	

[88]:	Scott,	D.E.,	‘Electric	cosmology	–	Stellar	Evolution’,	The	Electric	Sky,	online	version.
	

See:	electric-cosmos.org/hrdiagr.htm
	

[89]:	Scott,	D.,	The	Electric	Sky,	p.158
	

[90]:	 Raup,	D.	&	 Sepkoski,	 J.,	 ‘Mass	 extinctions	 in	 the	marine	 fossil	 record’,	Science,	 Volume	 215,
Issue	4539,	pp.	1501-1503
	

[91]:	According	to	calculations	made	by	Raup	&	Sepkoski,	the	probability	of	a	27-MY	mass	extinction
cycle	being	due	to	random	chance	is	less	than	1%.
	

[92]:	Muller,	R.,	Nemesis:	The	Death	Star,	p.74-77
	

[93]:	Ibid.,	p.44
	

[94]:	At	the	time,	Luis	Alvarez	was	the	director	of	the	Princeton	research	laboratories	were	Muller	was
conducting	his	research	about	Nemesis.



	

[95]:	Ibid.,	p.59
	

[96]:	Melott	A.	&	Bambach	R.,	 ‘Nemesis	Reconsidered’,	Monthly	Notices	 of	 the	Royal	Astronomical
Society	Letters,	p.407
	

[97]:	 Raup,	D.	&	 Sepkoski,	 J.,	 ‘Mass	 extinctions	 in	 the	marine	 fossil	 record’,	Science,	 Volume	 215,
Issue	4539,	pp.	1501-1503
	

[98]:	 An	 asteroid	 of	 neglectable	 mass	 (several	 tons)	 relative	 to	 the	 Sun	 would	 have	 an	 aphelion	 of
roughly	200.000	AU,	that	is	3.16	light	years.	Such	a	remote	aphelion	(the	furthest	distance	from	the	Sun)
would	subject	the	asteroid	to	the	gravitational	forces	of	nearby	stars	like	Proxima	Centauri	(4.24	light	years
from	 the	 Sun)	 or	 the	 binary	 stars	 Alpha	 Centauri	 A	 and	 B	 (4.35	 light	 years	 from	 the	 Sun)	 while	 the
gravitational	forces	exerted	by	the	Sun	would	be	virtually	null.
	

[99]:	Muller	R.,	Nemesis,	p.114
	

[100]:	 ‘Astronomer	 Frank	 J.	 Low,	 1933-2009’,	 obit.	 UA	 News,	 University	 of	 Arizona.	 See	 here:
uanews.org/story/astronomer-frank-j-low-1933-2009
	

[101]:	Thomas	Jay	Chester’s	Website:	tchester.org/znet/tchester/
	

[102]:	Daniel	P.	Whitmire	&	Albert	A.	Jackson,	‘Are	periodic	mass	extinctions	driven	by	a	distant	solar
companion?’,	Nature	308,	713–715	(19	April	1984)
	

[103]:	Muller	R.,	Nemesis,	p.109
	

[104]:	Bruce	A.,	2012:	Science	or	Superstition,	p.67
	

[105]:	Scott	D.,	The	Electric	Sky,	p.	127
	

[106]:	Ibid.,	p.	127-129



	

[107]:	Muller,	R.,	Nemesis,	p.106
	

[108]:	Mellot	and	Bambach	refined	Muller’s	calculation	of	a	27-million-year	period.	See:	Melott	A.	&
Bambach	R.,	‘Nemesis	Reconsidered’,	Monthly	Notices	of	the	Royal	Astronomical	Society	Letters	407
	

[109]:	For	comparison,	the	nearest	star	is	Proxima	Centauris	at	a	distance	of	4.24	light	years.
	

[110]:	 ‘Middle	 Miocene	 disruption’,	 Wikipedia.	 See:
www.en.wikipedia.org/wiki/Middle_Miocene_disruption
	



CHAPTER	 16:	 RADIOCARBON
DATING	‘ANOMALIES’
	

Let’s	 take	 a	 look	 at	 how	 radiocarbon	 dating	 works.	 Carbon-12
(12C)	is	‘normal’	carbon	(6	neutrons	and	6	protons).	When	2	neutrons
are	 added	 to	 it,	 it	 becomes	 carbon-14	 (14C).	 The	 transformation	 of
carbon-12	into	carbon-14	is	induced	by	cosmic	radiation.	Specifically,
cosmic	rays	(emitted	by	stars)	 impact	 the	atmosphere	 to	produce	2.4
atoms	 of	 carbon-14	 per	 cm2	 every	 second.	 This	 means	 that,	 on
average,	for	each	atom	of	carbon-14	there	are	1012	atoms	of	carbon-
12.	[111]
	

Figure	44:	Depiction	of	a	carbon-14	atom	made	of	6	protons	(blue),

8	neutrons	(red)	and	6	electrons.

	
Carbon	(both	12C	and	14C)	combines	with	oxygen	to	produce	CO2,

which	 is	 absorbed	 by	 plants	 and	 then	 by	 animals.	 So,	 when	 those
living	creatures	die,	they	contain	one	atom	of	carbon-14	for	every	1012
atoms	 of	 carbon-12.	 But	 carbon-14	 has	 a	 unique	 characteristic:	 it
decays.	 Every	 5,568	 years,	 half	 of	 the	 carbon-14	 disappears
(transformed	 into	 nitrogen-14).	 So	 when	 a	 fossil	 is	 discovered,



scientists	measure	the	carbon-12	over	carbon-14	ratio;	the	higher	this
figure	 is,	 the	more	 carbon-14	decay	has	occurred	 and,	 therefore,	 the
older	the	sample	is.

	
This	 straightforward	 method	 is,	 understandably,	 very	 seductive.

Note,	 however,	 that	 the	whole	 process	 is	 based	 on	 one	 fundamental
assumption:	 the	 carbon-12	 over	 carbon-14	 ratio	 is	 constant.	 The
problem	 is	 that	 when	 compared	 to	 other	 dating	 methods
(electroluminescence,	 dendrochronology,	 archeology,	 geology,	 ice
core	analysis),	radiocarbon	dating	repeatedly	presents	‘anomalies’.	In
fact,	radiocarbon	dating	frequently	attributes	an	age	to	samples	that	is
actually	much	younger.
	
These	 ‘anomalies’	 are	 due	 to	 the	 fact	 that	 the	 12C/14C	 ratio	 is

actually	not	constant.	This	variability	 is	due	 to	several	 factors.	The
two	first	factors	are	linked	to	human	activities.
	

A	clue	to	the	possible	source	of	artificially	elevated	14C	content	of
Pleistocene	 remains	 may	 be	 found	 in	 the	 well-documented	 ‘atom
bomb	 effect’.	 By	 the	 mid-1960s,	 thermonuclear	 tests,	 with	 their
enormous	 flux	 of	 thermal	 neutrons,	 had	 nearly	 doubled	 the
volume	of	14C	in	the	atmosphere	and	–	more	important	–	nearly
doubled	 the	 14C	 activity	 of	 buried	 carbon-bearing	 materials.
(Taylor,	1987)

	
In	other	words,	 thermonuclear	 explosions	 artificially	 increased	 the

level	of	14C,	making	materials	appear	younger	by	radiocarbon	dating
than	they	actually	were.	[112]
	



Figure	45:	2,054	nuclear	explosions	occurred	between	1945	and	1998.

The	total	number	of	explosions	per	country	is	displayed	at	the	top

of	the	chart.	(©	Isao	Hashimoto)

	
The	second	factor	 linked	to	human	activity	is	 the	burning	of	fossil

fuel	 that	 releases	 [113]	 carbon-12	 (free	 of	 any	 14C)	 and	 therefore
messes	up	the	12C/14C	ratio.
	
The	 third	 factor	 is	 independent	 from	 human	 activity.	 It	 was

identified	 by	 Lawrence	 Berkeley	 National	 Laboratory	 researchers
Richard	Firestone	and	William	Topping,	who	discovered	abnormally
low	levels	of	Pu-235	combined	with	abnormally	high	levels	of	Pu-239
in	prehistoric	samples.	Pu-239	is	enriched	plutonium.	This	enrichment
can	only	be	due	to	massive	neutron	bombardment	because	Pu-239	is
Pu-235	plus	four	neutrons.	Since	this	occurred	millions	of	years	ago,
before	 the	 emergence	 of	 civilization,	 such	 massive	 neutron	 inflows
can	 only	 be	 explained	 by	 natural	 causes	 like	 supernovas,	 cometary
bombardments	 or	 overhead	 cometary	 explosions.	 All	 three	 types	 of
cosmic	 events	produce	massive	neutron	bombardments	 that	 alter	 the
radiocarbon	 dating	 clock	 and	 make	 dated	 artifacts	 appear	 younger



than	they	actually	are.	[114]
	
So,	ironically,	 the	cause	of	cyclical	mass	extinctions	might	also	be

the	very	reason	why	their	dating	 is	off.	Cometary	events	cause	mass
extinctions	while	‘resetting’	the	clock	of	the	fossilized	organisms	they
kill.	Like	a	good	murder	mystery,	the	killer	manipulated	the	evidence
in	such	a	way	as	to	fool	the	detective	about	the	‘time	of	the	crime’.
	

Figure	46:	Green	jagged	curve	–	measured	14C	age	calibration	data

(Voelker	et	al.).	Blue	curve	–	expected	decay	rate	(without

‘reset’).	Red	curve	–	decay	rate	including	‘resets’.	Black	curve

(triangles)	–	Icelandic	marine	14C	data.	(©	Firestone	et	al.)

	
Figure	 46	 reveals	 the	 chasm	 between	 the	 actual	 14C	 levels

measured	 in	 each	 sediment	 strata	 (black	 triangle	 curve)	 and	 the
theoretical	14C	levels	in	a	dating	model	that	assumes	constant	cosmic
ray/neutron	inflow	(blue	smooth	curve).	Notice	how	chaotic	the	black
curve	with	triangles	is.	Clearly	the	quantity	of	carbon-14	doesn’t	drop
in	a	 smooth,	 linear	 fashion.	 It	exhibits	 several	 spikes	 (c.	32,000	BC,
for	example),	corresponding	to	massive	inflow	of	14C	–	due	to	cosmic
events,	most	 likely	 cometary	bombardment	 –	 followed	by	 slow	14C
decreases	that	fit	approximately	the	theoretical	model.



	
In	order	 to	be	more	precise,	 the	 theoretical	model	should	take	 into

account	 these	 ‘resets’.	 For	 this	 reason,	 Firestone	 has	 proposed	 an
improved	dating	model	made	of	 three	disjointed	curves	 (the	 two	red
curves	 and	 the	 blue	 one).	 Each	 curve	 disjunction	 reflects	 a	 surge	 in
neutron	inflow.
	
Now,	 let’s	 go	 back	 to	 Muller’s	 27	 million	 year	 (MY)	 cycle	 and

factor	 in	 the	 above	 mentioned	 dating	 resets.	 If	 the	 neutron	 inflows
carried	by	each	cometary	event	 is	relatively	similar,	 then	the	27-MY
cycle	might	 still	 be	 valid.	 It	might	 also	 explain	why	 8	 out	 19	mass
extinctions	don’t	exactly	match	with	the	27	MY	vertical	lines:	those	8
events	might	have	triggered	atypical	neutron	inflows.
	
Because	 of	 its	 recent	 appearance	 on	 the	 global	 stage,	 human

pollution	 (nuclear	 tests	 and	 burning	 of	 fossil	 fuel)	 doesn’t	 alter	 the
periodicity	 per	 se.	 It	 only	 changes	 the	 current	 14C/12C	 ratio	 and
therefore	 ‘slides’	 all	 the	 events	 in	 the	 same	 direction	 along	 the
timeline.	If	this	is	the	case,	the	last	Nemesis-induced	extinction	might
have	occurred	much	earlier	or	much	 later	 than	14	million	years	ago;
thus	 the	 Sun’s	 companion	might	 not	 currently	 be	 at	 its	 furthest
distance	 from	the	Sun	as	 suggested	by	 traditional	dating;	on	 the
contrary,	it	may	be	approaching	perihelion.
	
The	hypothesized	proximity	of	Nemesis	 is	 reinforced	by	 the	 lunar

gravitational	‘anomaly’	described	in	the	following	excerpt:
	

A	 recent	 analysis	 of	 a	 Lunar	 Laser	 Ranging	 (LLR)	 data	 record
spanning	38.7	yr	revealed	an	anomalous	increase	of	the	eccentricity	[e]
of	 the	 lunar	 orbit	 …	 The	 present-day	 models	 of	 the	 dissipative
phenomena	occurring	in	the	interiors	of	both	the	Earth	and	the	Moon
are	not	able	 to	explain	 it.	We	examine	several	dynamical	effects,	not
modeled	in	the	data	analysis,	in	the	framework	of	long-range	modified
models	 of	 gravity	 and	 of	 the	 standard	 Newtonian/Einsteinian
paradigm.	It	turns	out	that	none	of	them	can	accommodate	de/dt_meas.



Many	 of	 them	 do	 not	 even	 induce	 long-term	 changes	 in	 e;	 other
models	do,	 instead,	yield	such	an	effect,	but	the	resulting	magnitudes
are	in	disagreement	with	de/dt_meas.	[115]

	

Figure	47:	The	elliptic	(oval)	orbit	of	the	moon.	The	flatter	the

ellipse,	the	higher	the	eccentricity	(©	physics.usu.edu)

	
To	 put	 it	 simply,	 the	 eccentricity	 of	 the	 Lunar	 orbit	 is	 increasing

(the	orbit	of	the	moon	is	becoming	more	and	more	oblate)	and	such	a
lasting	change	can’t	be	explained	by	any	cause	except	one:
	

A	 potentially	 viable	 Newtonian	 candidate	 would	 be	 a	 trans-
Plutonian	massive	object.	[116]

	
The	 lunar	 anomalous	 eccentricity	 can	 only	 be	 explained	 by	 the

proximity	 of	 a	 massive	 unidentified	 celestial	 body	 located	 beyond
Pluto.	 Over	 the	 past	 years	 several	 researchers	 have	 reached	 such	 a
conclusion	naming	 the	unidentified	object	 ‘Nemesis’	 [117],	 ‘Planet	X’
[118]	or	‘Tyche’	[119]	depending	on	the	sources.

	
The	 calculations	 relative	 to	 the	 above-mentioned	 lunar	 ‘anomaly’

point	to	a	specific	mass	and	distance	from	the	Sun	for	the	unidentified
object.	Because	of	their	limited	mass,	Planet	X	(about	half	the	mass	of
our	planet)	and	Tyche	 (about	4	 times	 the	mass	of	 Jupiter)	 should	be
close	to	or	within	our	solar	system,	[120]	and	therefore	observable.



	
For	 such	 lunar	 perturbations	 to	 occur,	 Nemesis,	 however,	 (about

0.56	 of	 the	 Sun	mass)	 should	 be	 about	 4500	AU	 [121]	 from	 the	 Sun,
close	enough	to	interact	with	our	solar	system	but	too	far	away	to	be
directly	observed	(especially	 if	Nemesis	 is	a	dark	body	 like	a	brown
dwarf).
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CHAPTER	17:	THE	GROUNDING	OF
THE	SUN
	

Okay,	 let’s	 recap	a	 little	here.	The	Electric	Universe	 theory	posits
that	comets,	planets	and	stars	are	giant	capacitors	undergoing	constant
electrical	 exchanges	 between	 one	 another	 and	 occasionally
discharging	 powerfully.	 In	 the	 case	 of	 the	 Sun,	 discharges	 occur
between	 its	 surface	 and	 its	 Double	 Layer	 or	 ‘Langmuir	 sheath’,
located	 beyond	 Pluto’s	 orbit.	 These	 discharges	 take	 the	 form	 of
violent	 solar	 explosions	 generating	 a	 powerful	 solar	 wind	 made	 of
ionized	 particles,	 which	 travel	 towards	 the	 boundaries	 of	 the	 solar
system.	 The	 net	 charge	 of	 this	 solar	 wind	 is	 slightly	 positive.
Concomitant	 with	 the	 solar	 wind	 are	 electron	 drifts	 in	 the	 opposite
direction,	from	the	heliosheath	to	the	Sun	(see	figure	48).
	

Figure	48:	The	Sun	emits	a	permanent	flow	of	ions	and	radiation.

Where	does	this	energy	come	from?	(©	Sott.net)

	
Solar	 activity	 produces	 spots	 on	 the	 surface	 of	 the	Sun	 that	 result



from	intense	magnetic	activity.	An	increase	in	the	number	of	sunspots
is	 accompanied	by	an	 increase	 in	 the	 solar	wind.	With	 a	velocity	of
about	 250	miles/sec	 (400	 km/sec),	 it	 takes	 the	 solar	wind	 about	 4.5
days	to	reach	Earth.

	
Discharges	 in	 a	 capacitor	 reduce	 the	 electric	 charges	 of	 the	 anode

and	cathode	until	they	eventually	reach	the	same	electric	potential	and
the	discharges	stop.	But	if	the	electrodes	maintain	different	potentials
–	 if	 they	 are	 plugged	 into	 an	 external	 source	 of	 energy	 that	 will
continually	 recharge	 the	 capacitor	 –	 then	 it	 can	 discharge	 again	 and
again.	 In	 the	 same	 way,	 the	 Sun,	 despite	 countless	 discharges	 over
billions	of	years,	has	not	stopped	shining.	 It	 seems	 that	 the	Sun	 taps
into	 an	 external	 source	 of	 energy	 (as	 proposed	 in	 Chapter	 9).
However,	 mainstream	 science	 states	 that	 the	 Sun	 is	 internally
powered:
	

In	1920	 the	eminent	authority	Sir	Arthur	Eddington	asked	whether
the	Sun	got	its	energy	from	an	external	or	an	internal	mechanism.	He
could	 think	 of	 no	 external	 mechanism,	 but	 the	 new	 science	 of
atomic	 physics	 provided	 a	 possible	 internal	 one:	 the	 fusion	 of
hydrogen	into	helium.	[122]

	
The	official	explanation	is	the	usual	nuclear	fusion	theory	we	learn

about	in	classrooms.	According	to	this	theory,	the	fusion	of	hydrogen
atoms	 triggered	 by	 massive	 pressure	 and	 temperature	 leads	 to	 the
creation	of	helium	atoms	(two	hydrogen	atoms	fused	together)	and	a
massive	 quantity	 of	 energy.	 The	 problem	with	 this	 theory	 is	 that	 it
exhibits	 some	major	 anomalies,	 the	most	 striking	 of	which	 relate	 to
neutrinos,	electrically	neutral	subatomic	particles.

	
Neutrinos	are	the	main	evidence	that	nuclear	fusion	occurs	in	the

Sun’s	core.	But	according	to	the	measured	energetic	output	generated
by	 the	 Sun,	 the	 corresponding	 nuclear	 fusion	 should	 produce	 three
times	 more	 neutrinos	 than	 what	 is	 observed.	 Mainstream	 scientists



have	attempted	to	brush	aside	this	inconsistency	by	elaborating	ad	hoc
theories	 where	 neutrinos	 have	 three	 different	 flavors	 [123]	 which
change	en	route	from	the	core	of	the	Sun	to	its	surface.	But	as	is	the
case	with	‘dark	matter’,	there’s	no	direct	evidence	for	this,	the	theory
was	created	after	the	fact	to	explain	the	‘anomalous’	data.
	

Figure	49:	The	Super	Kamiokande	neutrino	observatory	is	built	under

Mount	Kamioka	near	the	city	of	Hida,	Gifu	Prefecture,	Japan.	See

rubber	dinghy	on	the	right	for	scale.	(©	Cartwright)

	
The	 second	 problem	 is	 something	 called	 ‘neutrino	 variability’.

Observations	 show	 that	 the	 Sun’s	 neutrino	 output	 varies	 inversely
with	 the	 sunspot	 cycle.	 If	 neutrinos	 were	 truly	 produced	 in	 the
‘nuclear	 furnace’	 in	 the	 Sun’s	 core,	 this	 relationship	 would	 be
inconceivable,	 since	 solar	 physicists	 calculate	 that	 it	 takes	 about
200,000	 years	 for	 the	 energy	 of	 internal	 fusion	 to	 affect	 the	 Sun’s
surface.	 In	 other	 words,	 neutrinos	 and	 sunspots	 show	 a	 direct
correlation	in	time,	not	one	separated	by	a	couple	of	hundred	thousand
years.	 The	 external	 source	 theory,	 in	 contrast,	 doesn’t	 struggle	 to



accommodate	these	major	‘anomalies’.
	
Despite	 the	current	high	cometary	activity	 in	our	solar	system,	 the

solar	 capacitor	 is	 not	 discharging	 at	 the	 level	 it	 should	 be,	 and	 the
current	 solar	 cycle	 is	 both	 weak	 and	 ‘late’.	 It	 is	 a	 paradoxical
situation:	 cometary	 activity	 hasn’t	 been	 this	 high	 for	 decades	 –
perhaps	 centuries	 –	 while	 solar	 activity	 hasn’t	 been	 this	 low	 for	 at
least	 100	 years.	 [124]	 Obviously,	 the	 electric	 charge	 of	 the	 Sun	 has
somehow	dropped.	Why?
	
What	 effect	 might	 a	 solar	 companion	 have	 on	 the	 Sun?	 Does	 it

energetically	 connect	 to	 the	 Sun?	 Does	 it	 ‘drain’	 the	 Sun?	 Does	 it
‘ground’	 the	 Sun?	 Does	 it	 get	 its	 power	 from	 the	 same	 ‘plug’	 or
‘socket’	 as	 the	 Sun?	 At	 this	 point,	 we	 are,	 of	 course,	 entering
speculative	 territory.	 Nevertheless,	 if	 we	 follow	 the	 observations
previously	made	about	the	external	power	source	of	celestial	bodies,	it
seems	 that	 stars	 are	 powered	 by	 galactic	 arms,	 hence	 their	 spiral
alignment	along	galactic	arms.	[125]	If	Nemesis	is	approaching	the	Sun,
it	conceivably	receives	energy	from	the	same	source	as	the	Sun	–	the
local	 region	 of	 the	 Orion	 arm	 where	 the	 Sun	 is	 located	 –	 thus
depleting	the	energetic	source	that	normally	feeds	the	Sun.	[126]
	
In	the	same	way	you	notice	a	drop	in	electric	current	in	your	house

(lights	getting	dimmer)	when	you	use	powerful	electric	equipment,	the
local	 plugging	 in	 of	Nemesis	may	 reduce	 the	 electricity	 transmitted
from	this	local	region	of	the	Orion	arm	to	the	Sun.

	
Alternatively,	 it	 could	 be	 that	 a	 direct	 connection	 is	 developing

between	the	Sun	and	Nemesis.	If	that’s	the	case,	why	isn’t	there	any
visible	 transfer	of	energy	between	 the	 two	stars?	An	example	would
be	 recurring	 solar	 flares	 and	 solar	winds	 directed	 towards	Nemesis’
location.	Is	it	possible	for	two	celestial	bodies	to	exchange	energy	in
this	 way,	 invisibly	 and	 unmeasurable	 by	 the	 usual	 detectors?



Mathematicians	 and	 quantum	 physicists	 consider	 this	 theoretically
possible.
	

Figure	50:	Artistic	depiction	of	a	wormhole	(©Igartist	79)

	
In	 1921,	 German	 mathematician	 Hermann	 Weyl	 developed	 the

‘wormhole’	 theory.	 [127]	 Wormholes	 are	 hypothetical	 ‘shortcuts’
through	 space-time,	 like	 a	 tunnel	 connecting	 two	 distant	 points	 in
space-time.	Although	researchers	have	no	observational	evidence	for
wormholes,	 it	 is	 a	 robust	 theoretical	 concept	 that	 fits	 with	 the
equations	of	the	theory	of	general	relativity.
	
Initially,	wormholes	were	 predicted	 to	 only	 exist	 at	 a	microscopic

level	(less	than	10-33	centimeters)	and	only	for	a	very	short	period	of
time.	 [128]	 However,	 research	 conducted	 by	 Russian	 physicist	 Sergei
Krasnikov	 [129]	 suggests	 that	wormholes	could	 remain	stable	 for	 long
periods	of	time.

	
In	 addition,	 the	 possibility	 of	 macro-wormholes	 has	 been



established	 by	 American	 theoretical	 physicist	 John	 Archibald
Wheeler:
	

The	 ‘wormholes’	 predicted	 by	 quantum	 geometrodynamics	 are	 a
property	 of	 all	 space,	 are	 submicroscopic,	 and	 they	 and	 the	 fluxes
through	 them	 arise	 spontaneously,	 through	 quantum	 fluctuations.
Nothing	 prevents	 one	 from	 considering	 also	 a	 single	 wormhole,	 of
macroscopic	 dimensions,	 created	 ab	 initio,	 with	 a	 prescribed	 flux
threading	 through	 it,	 and	 evolving	 deterministically	 in	 time	 in
accordance	with	 the	 classical	 field	 equations.	However,	 this	 classical
electric	charge	has	not	the	slightest	direct	connection	with	the	charges
of	 the	 real	 world	 of	 quantum	 physics	 and	 requires	 no	 consideration
here.	[130]

	

Figure	51:	Classical	geometrodynamical	concept	of	charge	as

‘electric	lines	of	force	trapped	in	the	topology	of	space.’	(©

Sott.net,	adapted	from	J.A.Wheeler)

	
In	Figure	51,	the	geometry	of	space	is	depicted	in	three	dimensions.

But	 there	are	actually	 four	dimensions	 (three	 for	our	own	space	and
one	 for	 the	wormhole).	Thus,	 for	 simplicity,	our	 space	 is	 reduced	 to
two	 dimensions	 (the	 red	 rectangle	 along	 the	 x-axis	 and	 the	 y-axis)
while	 the	 third	 dimension	 (z-axis)	 is	 the	 invisible	 wormhole
dimension.	The	wormhole	 (represented	by	 the	blue	connecting	 tube)
connects	 two	 regions	 of	 our	 own	 three-dimensional	 space.	 An



observer	endowed	with	an	 instrument	of	 inadequate	 resolving	power
sees	 one	 wormhole	 ‘portal’	 as	 a	 positive	 charge,	 the	 other	 as	 a
negative	 charge	 (dark	 blue	 ellipses).	 [131]	 Imagine	 that	 the	 distance
between	 the	 two	 portals	 of	 the	 wormhole,	 as	 measured	 in	 our	 own
space	 (represented	 by	 the	 flat	 plane)	 is	 10	 km.	 Einstein’s	 field
equations	 would	 permit	 such	 a	 distance,	 as	 measured	 through	 the
wormhole	to	be	radically	different,	say	10	meters	–	or	even	less.	Scale
this	up	to	the	galactic	 level	and	wormholes	can	theoretically	connect
very	distant	points	of	the	universe	via	a	wormhole	that	is	much,	much
shorter.
	
In	summary,	the	energetic	interaction	between	the	Sun	and	Nemesis

may	be	nonlocal	in	nature.	Despite	great	distances	and	no	measurable
evidence	 (with	 current	 instruments)	 of	 interaction,	 the	 Sun	 and
Nemesis	might	nonetheless	 interact	 in	a	way	 that	 triggers	some	very
tangible	 environmental	 changes	 observable	 on	 the	 Sun	 and	 here	 on
Earth.
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CHAPTER	 18:	 COMETS	 OR
ASTEROIDS?
	

As	 depicted	 in	 figure	 52,	 and	 routinely	 argued	 by	 mainstream
science,	comets	are	‘chunks	of	ice	and	rock’,	a.k.a.	‘dirty	snowballs’.
This	 belief,	 however,	 is	 incompatible	 with	 the	 actual	 data.	 For
instance,	 in	2011	Comet	Lovejoy	plunged	into	 the	Sun’s	atmosphere
and	emerged	on	the	other	side	after	an	hour-long	journey	through	the
sun’s	corona.	Its	size	and	brightness	didn’t	seem	to	have	diminished.
[132]	Here	 are	 some	 (pretty	 typical)	 comments	 from	observers	of	 this
event:
	

This	 morning,	 an	 armada	 of	 spacecraft	 witnessed	 something	 that
many	experts	 thought	 impossible.	Comet	Lovejoy	 flew	 through	 the
hot	 atmosphere	 of	 the	 sun	 and	 emerged	 intact.	 ‘It’s	 absolutely
astounding,’	 says	 Karl	 Battams	 of	 the	 Naval	 Research	 Lab	 in
Washington	DC.	‘I	did	not	think	the	comet’s	icy	core	was	big	enough
to	survive	plunging	through	the	several	million	degree	solar	corona	for
close	to	an	hour,	but	Comet	Lovejoy	is	still	with	us.’	[133]

	



Figure	52:	Comet,	asteroid,	meteor	and	meteorite	classification,

according	to	mainstream	science.	(©	Narwhall)

	
But	if	the	temperature	of	the	Sun’s	corona	is	several	million	degrees

[134],	and	if	Comet	Lovejoy	is	no	more	than	a	chunk	of	ice	estimated	to



be	just	a	few	hundred	meters	in	diameter	[135],	how	was	it	possible	that
it	wasn’t	vaporized?
	

Figure	53:	Comet	Lovejoy	re-emerging	from	behind	the	Sun	on

December	15th,	2011.	(©	NASA/SDO)

	
In	the	same	vein,	in	2004	the	space	probe	Stardust	flew	about	300

km	from	Comet	Wild	2	and	shot	detailed	pictures	of	it.	[136]	According
to	 the	 textbooks,	 those	pictures	of	 the	comet	 should	have	 revealed	a
mass	of	‘dirty	snow’.	Here’s	what	the	Stardust	program	director	said
when	the	images	came	back:
	

‘We	 thought	 Comet	 Wild	 2	 would	 be	 like	 a	 dirty,	 black,	 fluffy
snowball,’	said	Stardust	Principal	Investigator	Dr.	Donald	Brownlee	of
the	University	of	Washington,	Seattle.	‘Instead,	it	was	mind-boggling
to	 see	 the	 diverse	 landscape	 in	 the	 first	 pictures	 from	 Stardust,
including	 spires,	 pits	 and	 craters,	 which	 must	 be	 supported	 by	 a
cohesive	surface.’	[137]

	



Figure	54:	Comet	Wild	2	looks	like	an	asteroid.	No	ice,	but	a	rocky

surface	scarred	by	craters.	(©	JPL/NASA)

	
So,	comets	don’t	seem	to	be	dirty	snowballs	after	all.	From	the	data

presented	above,	they	are	glowing	chunks	of	rock.	On	the	other	side,
asteroids	don’t	seem	to	be	the	non-glowing	chunks	of	rock	posited	by
mainstream	science.	For	example,	asteroid	P/2013	P5	recently	puzzled
the	whole	 scientific	 community	when	 it	 started	exhibiting	a	million-
mile-long	 glowing	 tail.	 To	 rationalize	 this	 oddity,	 official	 science
claimed	the	asteroid	was	spinning	so	fast	 that	 it	was	ejecting	tons	of
dust,	 while	 acknowledging	 that	 finally	 the	 difference	 between
‘comets’	and	‘asteroids’	might	not	be	so	clear-cut.	[138]
	



Figure	55:	‘Active’	asteroid	P/2013	P5	(©NASA,	ESA,	D.Jewitt/UCLA)

	
The	 fundamental	 difference	 between	 asteroids	 and	 comets	 is	 not

their	 chemical	 composition,	 i.e.	 dirty,	 fluffy	 icy	 comets	 vs.	 rocky
asteroids.	Rather,	 as	 has	 long	 been	 put	 forward	 by	 plasma	 theorists,
what	differentiates	‘comets’	from	‘asteroids’	is	their	electric	activity.
	
When	 the	electric	potential	difference	between	an	asteroid	and	 the

surrounding	 plasma	 is	 not	 too	 high,	 the	 asteroid	 exhibits	 a	 dark
discharge	 mode	 [139]	 or	 no	 discharge	 at	 all.	 But	 when	 the	 potential
difference	 is	 high	 enough,	 the	 asteroid	 switches	 to	 a	 glowing
discharge	mode.	 [140]	At	 this	point	 the	asteroid	 is	 a	comet.	From	 this
perspective,	a	comet	is	simply	a	glowing	asteroid	and	an	asteroid	is	a
non-glowing	comet.	Thus	the	very	same	body	can,	successively,	be	a
comet,	then	an	asteroid,	then	a	comet,	etc.,	depending	on	variations	in
the	ambient	electric	field	it	is	subjected	to.	[141]
	
Note	that	a	comet	can	also	exhibit	the	third	plasma	discharge	mode,



namely	 lightning	 or	 ‘arc	 discharge	 mode’,	 which	 is	 probably	 what
happened	 when	 Comet	 Shoemaker-Levy	 entered	 the	 vicinity	 of
Jupiter	in	July	1994:
	

Astronomers	 expected	 the	 encounter	 to	 be	 a	 trivial	 event.	 ‘You
won’t	see	anything.	The	comet	crash	will	probably	amount	to	nothing
more	than	a	bunch	of	pebbles	falling	into	an	ocean	500	million	miles
from	Earth.’	Then	came	the	encounter	and	an	about	face.	As	reported
by	Sky	&	Telescope,	“When	Fragment	‘A’	hit	the	giant	planet,	it	threw
up	a	fireball	so	unexpectedly	bright	that	it	seemed	to	knock	the	world’s
astronomical	community	off	its	feet…”

	
The	Hubble	Space	Telescope	(HST)	detected	a	flare-up	of	fragment

‘G’	of	Shoemaker-Levy	long	before	impact	at	a	distance	of	2.3	million
miles	from	Jupiter.	For	the	electrical	theorists	this	flash	is	the	expected
electrical	discharge	as	the	fragment	crossed	Jupiter’s	plasma	sheath,	or
magnetosphere	boundary.	[142]

	

Figure	56:	‘Impact’	of	fragment	‘G’	of	comet	Shoemaker-Levy	on

Jupiter.	(©	Siding	Spring	telescope)

	
Mainstream	cosmology,	 on	 the	other	hand,	 has	no	 explanation	 for

such	an	event.
	



The	 last	 two	 categories	 in	 the	 above-mentioned	 classification	 [143]
are	 ‘meteors’	 and	 ‘meteorites’.	 Meteors	 are	 simply	 asteroids	 or
asteroid	 fragments	 that	 reach	 the	Earth’s	atmosphere,	and	meteorites
are	the	chunks	of	meteors	that	manage	to	reach	the	Earth’s	surface.	So
throughout	its	life,	an	asteroid	can	be	a	comet	(when	it	is	in	glowing
discharge	mode),	a	meteor	(when	it	enters	the	atmosphere)	and	finally
a	meteorite	(if	it	reaches	the	Earth’s	surface).

	
In	 late	 November	 2013,	 Comet	 ISON	 provided	 us	 with	 real	 time

observations	that,	in	terms	of	mainstream	expectations	of	how	comets
ought	to	behave,	revealed	a	number	of	inconsistencies:
	
1.	Expected	brightness	versus	observed	brightness

	
ISON	was	supposed	to	be	the	‘Comet	of	the	Century’	because	of	its

predicted	 brightness.	 It	 was	 going	 to	 be	 even	 brighter	 than	 the	 full
moon,	according	to	some	popular	sources.	[144]	However,	ISON	didn’t
reach	 any	 such	 level	 of	 brightness.	 The	 brightness	 of	 the	 full	moon
[145]	 is	magnitude	-13	and	ISON,	during	 its	 journey	towards	 the	Sun,
exhibited	[146]	a	brightness	between	19,	when	it	became	observable	by
amateur	telescopes,	and	-2,	its	brightest	magnitude	 [147]	on	November
28th,	when	it	passed	Delta	Scorpii.	[148]
	
Perhaps	 the	 belief	 that	 comets	 are	 ‘dirty	 snowballs’	 and	 the

Universe	 is	 fundamentally	 non-electric	 contributed	 to	 overestimated
magnitude	forecasts.

	
An	 understanding	 of	 the	 electrical	 nature	 of	 celestial	 bodies	 and

their	 interactions	 tells	 us	 that	 the	 brightness	 of	 comets	 should	 be
proportional	 to	 the	 electrical	 field	 they	 cross.	 Weak	 solar	 activity
weakens	the	heliospheric	electric	field,	which	then	reduces	the	electric
potential	 difference	 between	 the	 comet	 and	 its	 surrounding	 space.
That	could	explain	why	ISON	was	dimmer	than	expected.



	
2.	Expected	outburst	versus	observed	outburst

	
En	 route	 towards	 the	 Sun,	 ISON	 experienced	 several	 unexpected

outbursts	 when	 its	 brightness	 suddenly	 increased	 dramatically.	 For
example,	 between	 November	 12th	 and	 November	 14th,	 ISON’s
brightness	jumped	from	magnitude	8	to	4.	This	means	that	in	just	72
hours,	it	increased	nearly	16-fold	in	brightness.	[149]	[150]
	

Figure	57:	November	12th	versus	November	14th	–	Images	of	Comet

ISON	showed	a	sudden	increase	in	brightness	(©Juanjo	Gonzalez)

	
NASA	et	al.	didn’t	predict	 these	outbursts	and	had	great	difficulty

explaining	them,	invoking	outlandish	factors	such	as	water	production
[151],	jets	of	gas	and	steam	[152],	and	spinning.	[153]
	
If	we	take	into	account	the	electrical	interaction	of	celestial	bodies,

ISON’s	 outburst	makes	 sense	 because	 a	 few	 days	 before	 this	 event,
two	class-X	solar	flares	occurred:	an	X1.1	flare	on	November	8th	and
an	X1.1	flare	on	November	10th.	[154]
	
Solar	flares	are	massive	discharges	of	solar	particles	which	have	an

overall	 positive	 charge.	 When	 these	 powerful	 solar	 winds	 reached
ISON	 a	 few	 days	 after	 their	 ejection,	 they	 subjected	 this	 negatively
charged	body	(because	it	comes	from	the	negatively	charged	edges	of
the	 solar	 system)	 to	 a	 positively	 charged	 environment.	 This	 electric
difference	led	to:
	
a.)	 A	 massive	 discharge	 between	 the	 comet	 and	 its	 surrounding

space,	resulting	in	the	comet	glowing	more	intensely
	
b.)	An	increase	in	the	comet’s	electric	potential,	bringing	it	closer	to



the	electric	potential	of	the	surrounding	space.	That’s	one	of	the	two
factors	explaining	ISON’s	survival	to	make	the	rendezvous	for	a	solar
fly-by	(see	inconsistency	number	3	below).
	

Figure	58:	The	eccentric	orbit	of	Comet	ISON	(©	Unknown)

	
Comet	 ISON’s	 orbit,	 depicted	 above,	 was	 similar	 to	 that	 of	 most

comets	and	follows	a	highly	elliptical	orbit.	 [155]	Usually	aphelion	lies
beyond	 the	 region	 of	 Jupiter,	 while	 perihelion	 can	 be	 less	 than	 one
astronomical	 unit	 (i.e.	 one	 SunEarth	 distance)	 from	 the	 Sun.	 [156]
ISON’s	 aphelion	 is	 unknown.	 It	 can’t	 be	 exactly	 determined	 since
ISON	 experienced	 its	 first	 identified	 passing	 in	 2013,	 therefore	 its
orbital	period	(if	any)	can’t	be	calculated.	However,	its	very	elongated
trajectory	suggested	a	remote	aphelion	near	or	beyond	the	heliopause
(the	outer	boundary	of	the	DL	described	in	Chapter	7).
	
Because	of	 their	highly	eccentric	orbits,	 the	 trajectory	followed	by

most	comets	 is	almost	perpendicular	 to	 the	Sun’s	electric	 field.	This
means	 that	 the	 surrounding	 electric	 potential	 rapidly	 changes	 during
the	 comet’s	 journey	 across	 the	 solar	 system.	 [157]	 This	 subjects	 the
comet	 to	 increasing	 electric	 stress	 brought	 on	 by	 increasing	 electric



potential	difference	between	the	comet	and	its	surrounding	space.	This
imbalance	 in	 electric	 potential	 triggers	massive	 solar	 discharges	 and
comet	outbursts,	as	illustrated	in	figure	59.
	

Figure	59:	Glowing	Comet	ISON	approaching	the	Sun	during	a	massive

electric	discharge	in	the	form	of	a	‘coronal	mass	ejection’	(CME)

(©	SOHO/NASA)

	
By	 comparison,	 the	 non-electric	 comets	 we’ve	 come	 to	 know	 as

‘asteroids’	usually	follow	more	circular	orbital	paths,	characterized	by
lower	electric	potential	variations	(because	they	maintain	roughly	the
same	 distance	 from	 the	 Sun	 throughout	 their	 orbits).	 This	 would
explain	why	usually	asteroids	are	not	in	glowing	mode,	as	is	the	case
with	asteroids	in	stationary	clouds,	asteroids	following	a	circular	orbit
around	 the	 Sun,	 and	 asteroids	 located	 in	 the	 belt	 between	Mars	 and
Jupiter.	[158]
	
3.	Predicted	perihelion	events	versus	observed	perihelion	events

	
Perihelion	 is	 generally	 considered	 a	 dangerous	 time	 for	 comets.

This	was	especially	the	case	for	Comet	ISON	because	it	was	supposed
to	 be	 a	 one-mile	 diameter	 ‘dirty	 snowball’	 passing	 less	 than	 one
million	miles	 away	 from	 the	Sun’s	 center	where	 temperatures	 reach



about	2,700°	Celsius	 [159],	more	than	twice	the	temperature	necessary
to	melt	iron.	[160]
	
Probably	 recalling	Comet	 Lovejoy’s	 ‘mission	 impossible’	when	 it

passed	through	the	Sun’s	millions	°C	corona	without	sustaining	much
damage,	 NASA	 scientists	 were	 more	 cautious	 as	 ISON’s	 solar
rendezvous	 approached	 and	 wondered	 if	 it	 might	 survive	 the
encounter.	[161]
	
When	 ISON	 entered	 the	 solar	 vicinity	 and	 disappeared	 from

observation	 for	 several	minutes,	 commentators	 announced	 its	 death.
[162]	It	would	have	been	a	relief	for	them,	interpreted	as	confirmation
of	their	dubious	‘dirty	snowball’	theory.

	
But	Thanksgiving	Day	2013	had	a	surprise	in	store:	after	a	period	of

unbearable	 suspense,	 ISON	reappeared	on	 the	other	 side	of	 the	Sun,
see	figure	60.
	

Figure	60:	ISON	survived	its	fly-by	around	the	Sun	and	appeared

after	a	period	of	invisibility	(©	SOHO,	NASA)

	
The	ISON	fly-by	revealed	two	interesting	pieces	of	data:

	
a.)	It	became	dimmer	as	it	approached	the	Sun;	[163]

	
b.)	It	didn’t	disintegrate.

	



These	 two	 observations	 run	 contrary	 to	 the	 dirty	 snowball	model.
When	an	‘icy	comet’	gets	closer	to	the	Sun,	it	should	become	brighter
(more	evaporation,	more	gas	jets)	and	it	should	eventually	melt	away.
Neither	happened.	In	fact,	the	opposite	happened,	which	makes	sense
from	the	point	of	view	of	an	electric	universe.

	
During	 its	 solar	 fly-by,	 a	 comet	 is	 subjected	 to	 a	 rather	 constant

electric	 field.	 In	 figure	 61,	 we	 can	 see	 that	 ISON	 passed	 through
different	 electric	 field	 lines	 (illustrated	 by	 the	 concentric	 circles	 +1,
+2	 …)	 during	 its	 approach.	 As	 described	 previously,	 this	 electric
potential	 difference	 between	 the	 comet	 and	 its	 surrounding	 space
triggered	 solar	 flares,	 intense	 glowing,	 and	 raised	 ISON’s	 electric
potential.
	



Figure	61:	ISON’s	fly-by:	electric	fields	and	glowing	intensity	(©

Sott.net)

	
By	 the	 time	 ISON	 entered	 the	 solar	 vicinity	 (demarcated	 by	 the

yellow	concentric	 circle,	 the	+4	 region	 in	 the	 drawing),	 its	 potential
would	already	have	become	quite	positive.	In	addition,	at	this	point	it
entered	a	region	of	rather	constant	electric	potential.
	
Unlike	 its	 crossing	 of	 the	 electric	 field	 lines	 [164]	 +1,	 +2	 and	 +3,

which	it	crossed	almost	perpendicularly,	by	the	time	it	reached	the	+4
field	 line,	 its	 trajectory	 was	 almost	 parallel	 to	 it,	 meaning	 that	 the



surrounding	electric	potential	was	almost	constant.
	

As	 a	 result,	 ISON	 ‘had	 a	 breather’	 and	was	 subjected	 to	 reduced
electric	 stress.	 Less	 electric	 difference	 between	 the	 comet	 and	 the
surrounding	 space	 therefore	 produced	 less	 discharge,	 less	 glowing,
and	it	also	reduces	the	chances	that	the	comet	would	disintegrate.
	
Karl	 Battams,	 the	 U.S.	 Naval	 Research	 Laboratory	 astrophysicist

who	 operates	 NASA’s	 SOHO	 and	 STEREO	 observatories’
Sungrazing	 Comets	 Project,	 had	 announced	 the	 death	 of	 ISON,	 [165]
making	the	following	statement:
	

‘ISON	is	just	weird.	It	has	behaved	unpredictably	at	times.	When
it’s	done	something	strange,	we	spent	some	time	scratching	our	heads,
figuring	out	what	is	going	on	and	we	think	we	know	what	it’s	doing	…
it	then	goes	and	does	something	different.’	[166]

	
When	 observations	 keep	 providing	 data	 that	 are	 opposite	 to	 what

the	conventional	model	predicts,	the	logical	conclusion	should	be	that
the	model	 is	flawed.	Of	course,	 it	could	be	that	 the	scientific	agenda
here	is	not	to	find	truth,	but	rather	to	maintain	the	dominant	dogma,	in
which	 case	 one	 would	 naturally	 blame	 the	 observed	 phenomena
(instead	of	the	official	explanation)	by	calling	them	‘weird’,	‘strange’,
and	‘unpredictable’.
	
In	 the	end,	ISON	didn’t	 ‘melt	away’	as	expected.	The	solar	fly-by

only	 fragmented	 it	 (which	 is	 understandable	when	 rocky	material	 is
exposed	to	very	high	temperatures)	and	in	January	2014,	it	provided	a
final	show	for	planet	Earth	 in	 the	 form	of	several	 fireballs	 that	were
reported	by	several	observers.	[167]
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CHAPTER	 19:	 COMETS:	 CYCLES
AND	ORIGINS
	

Muller’s	 description	 of	 a	 companion	 star	 pushing	 and	 pulling
asteroids	 or	 comets	 along	 its	 trajectory	 and	 the	 cometary
bombardments	 induced	 by	 Nemesis’s	 journey	 through	 the	 solar
system,	account	for	just	one	cycle	of	cometary	activity	(albeit	a	highly
destructive	 one)	 among	 many	 others.	 Comets	 exhibit	 all	 kinds	 of
orbital	periods,	from	a	few	years	to	centuries	in	duration.	Usually	the
longer	 the	 period,	 the	 more	 eccentric	 the	 orbit	 and,	 therefore,	 the
brighter	the	comet.
	



Figure	62:	Comet	Encke	was	one	of	the	comets	visible	with	a	naked

eye	at	the	end	of	2013.	The	image	above	was	shot	on	October	30th,

2013	(©	D.	Peach)

	
Short-period	 comets	 have	 orbits	 that	 average	 between	 3.3	 and	 20

years.	[168]	These	comets	usually	circle	around	the	Sun	and	Jupiter	and
exhibit	limited	brightness.	[169]	Comet	Encke	is	one	of	the	400+	known
Jupiter-family	comets.	[170]
	
Medium-period	comets	generally	 follow	 larger	and	more	eccentric

orbits,	lasting	between	20	and	64	years.	They	usually	circle	around	the
Sun	and	outer	planets	[171]	of	the	solar	system.	Comet	Crommelin	[172],
with	 its	 28-year	orbital	 period	 circling	 the	Sun	and	Uranus,	 is	 fairly
typical	in	this	category.
	
Long-period	 comets	 complete	 their	 orbits	 in	 64	 to	 164	 years.	 [173]

Their	 aphelia	 are	usually	outside	 the	 solar	 system.	Most	 long-period
comets	 have	 not	 been	 observed	 more	 than	 once	 or	 twice.	 One
exception	 is	 the	 famous	 Halley’s	 Comet,	 with	 an	 orbital	 period	 of
about	 75	years.	Each	of	 its	 seven	 come-backs	has	 been	documented
since	its	discovery	in	1531.	[174]
	



Figure	63:	The	famous	Halley’s	comet.	This	image	was	taken	during

its	last	passage	in	1986	(©NASA/ESA/Max-Planck-Institute	for	Solar

System	Research)

	
Forty	or	so	comets	are	orbiting	the	Sun	with	periods	of	100	to	1,000

years,	while	the	majority	take	much	longer.	Some	have	been	estimated
to	 exhibit	 orbits	 greater	 than	40,000	years.	 [175]	This	 last	 category	of
comet	 is	 labelled	 ‘non-periodic’.	 This	 is	 a	misleading	 term	 because
most	 ‘non-periodic’	 comets	 follow	 an	 elliptical	 orbit	 [176],	 but	 since
they	reach	perihelion	only	once	every	several	centuries	 (at	best),	 it’s
difficult	 to	 determine	 whether	 they	 are	 periodic	 and	 whether	 their
trajectories	are	parabolic,	hyperbolic	or	elliptic	(see	Comet	ISON	for
example)
	
Some	of	these	comets	are	understood	to	have	an	interstellar	origin;

they	enter	 the	solar	 system	because	of	 the	movement	of	our	galactic
arm	and	then	exit	 it	for	 the	same	reason.	Some	of	them,	during	their
journey	 through	 the	 solar	 system,	 fragment	 into	 ‘daughter	 comets’
which	are	captured	by	the	Sun	and	its	planets	and	then	orbit	within	the



solar	system,	becoming	short-or	medium-period	comets.	Other	comets
partly	disintegrated	 in	 the	distant	 past,	 leaving	 ‘stationary’	 cometary
clouds	(Taurids,	Aquariids,	Orionids	[177])	that	the	Earth	crosses	every
year	on	specific	dates.	Others	travel	with	their	own	cometary	swarm.
That’s	 the	 case	 of	 Comet	 Giacobini-Zinner,	 which	 is	 very	 dim	 but
surrounded	by	a	massive	swarm.	[178]
	

Figure	64:	The	draconid	meteor	shower	is	caused	by	debris	following

Comet	Giacobini-Zinner.	It	crosses	Earth	orbit	every	6.6	years.

During	its	last	passage	on	October	8th,	2011	it	is	estimated	to	have

left	a	ton	of	meteoric	material	on	Earth	(©	NASA)

	
There	 also	 appear	 to	 be	 cycles	 of	 cometary	 swarms	much	 greater

than	the	27	MY	Nemesis	one.	The	galactic-year	cycle	is	one	of	them.
Every	186	million	years,	our	galactic	arm	crosses	the	same	region	of
high	cometary	activity:
	

[…]	 the	 four	 largest	 probable	 impact	 events:	 the	 K/T,	 P/Tr,	 O/S,
Stu/V	 boundaries	 are	 evenly	 spaced	 by	 ~186	 million	 year	 intervals.
The	Galactic	Orbit	model	implies	that	these	four	events	occurred	when
our	solar	system	passed	through	the	most	dangerous	zone,	or	Zone-1.
The	 impact/extinction	 data	 also	 suggests	 two	 minor	 Zones,	 also
causing	extinctions	with	a	186	million	year	period	(just	like	Zone-1).
…

	
An	 analogue	 to	 this	 model	 would	 be	 the	 annual	 meteor	 showers

seen	 from	Earth.	 The	 comet	 debris	 trails	 that	 cause	 the	 showers	 are



basically	 fixed	 with	 respect	 to	 earth’s	 orbit.	We	 hit	 them	 the	 same
time	every	year	 like	clockwork	as	we	orbit	 the	sun.	On	the	galactic
scale,	the	time	required	for	our	solar	system	to	make	a	lap	around
the	galactic	nucleus	has	been	estimated	to	be	in	the	range	of	200-
250	 million	 years.	 The	 Galactic	 Orbit	 model	 suggests	 that	 186
million	 years	 might	 be	 the	 effective	 period	 for	 our	 solar	 system.
Perhaps	 we	 encounter	 stationary	 zones	 or	 features	 (relative	 to	 our
galactic	orbit)	where	gravitational	flux	or	possibly	shockwaves	cause
Oort	 cloud	 comets	 to	 venture	 into	 the	 inner	 solar	 system	 in	 large
numbers.	[179]
	

Figure	65:	Depiction	of	the	hypothesized	Oort	cloud.	(©	NASA)

	
So	apart	from	the	27	million-year	Nemesis	cycle,	our	solar	system

is	exposed	to	various	cycles	of	cometary	activity,	from	short	one-year
cycles	to	186	million-year	cycles.

	
According	to	Muller,	Nemesis	disrupts	comets	in	the	Oort	cloud	en



route	 towards	 our	 solar	 system.	 No	 one	 has	 actually	 seen	 the	 Oort
Cloud	[180],	which	was	first	hypothesized	in	1950	by	Dutch	astronomer
Jan	Oort.	It	is	supposedly	a	gigantic,	spherical	cloud	located	at	about
1000	times	the	distance	of	Pluto	from	the	Sun	 [181]	 that	surrounds	the
solar	system	and	contains	something	like	1011	comets.
	
But	 according	 to	 astronomer	 Tom	 Van	 Flandern,	 the	 Oort	 cloud

theory	 is	 impossible	 simply	 because	 its	 requirements	 (quantity	 of
produced	comets)	far	exceeds	its	capabilities	(its	size	and	the	matter	it
contains)	[182].

	
Victor	Clube	 also	 disagrees	with	 the	Oort	 cloud	model.	He	 posits

that	most	comets	and	asteroids	located	in	our	solar	system	come	from
fragmented	giant	comets.	[183]	Those	giant	comets	originate	outside	our
solar	 system	 in	 the	Kuiper	Belt,	which	 is	 located	 along	 the	 galactic
plane.	 The	 solar	 system	 periodically	 bobs	 up	 and	 down	 through	 the
galactic	plane	of	the	galaxy	as	it	orbits	the	galactic	center	(see	figure
66).	 Each	 passage	 dislodges	 giant	 comets	 from	 the	Kuiper	Belt	 and
diverts	them	closer	to	the	Sun.
	

Figure	66:	The	oscillation	of	the	Solar	system	through	the	galactic

plane	(©	Sott.net)

	



In	any	case,	these	theories	about	the	origin	of	comets	and	asteroids
(giant	comet,	Kuiper	belt,	Oort	cloud)	don’t	explain	how	comets	form
in	the	first	place.
	
Comets	 have	 been	 carefully	 observed	 for	 millennia.	 Ancient

astronomers	 in	 Mesopotamia	 made	 detailed	 observations	 and	 wrote
accounts	of	what	they	saw	in	the	skies.	Ancient	Greece	also	developed
its	 own	 astronomical	 theories	 [184].	 From	 the	 Renaissance	 to	 the
present	day,	scientists	are	still	proposing	possible	explanations	for	the
origin	of	comets.	In	the	end,	all	kinds	of	theories	have	been	proposed:
ejecta	from	volcanic	eruption	occurring	on	other	planets	or	from	star
explosions,	chunks	of	planets,	chunks	of	the	Sun,	accretion	of	cosmic
dust,	accretion	from	the	protosolar	disk,	condensation,	etc.	[185]
	
When	 scientists	 propose	 so	many	 different	 theories	 to	 explain	 the

very	same	phenomenon,	one	can	suspect	that	they	have	yet	to	discover
the	true	explanation.
	
This	 being	 said,	 all	 those	 official	 theories	 postulate	 a	non-electric

universe.	If	we	also	take	into	account	the	fact	that	space	is	filled	with
plasma,	 then	 the	 formation	 of	 comets	 becomes	 clearer.	 A	 charged
body	 is	 much	more	 likely	 to	 undergo	 an	 accretion	 process	 (i.e.	 the
attraction	of	oppositely-charged	particles)	 than	an	electrically	neutral
body.	 This	 could	 explain	 the	 accretion	 of	matter	 into	 larger	 objects
like	 comets	 and	 planets.	 In	 addition,	 the	 previously	 described	 [186]
fission	of	celestial	bodies	due	to	excessive	electric	charge	can	explain
the	high	quantity	of	chunks	of	matter	 in	 space.	Also,	because	of	 the
similar	rocky	nature	of	most	planets,	moons,	comets	and	asteroids,	the
same	 formation	 process	 might	 apply	 to	 those	 similarly	 composed
bodies	whose	only	difference	is	the	size.

	
To	sum	up	so	far,	 the	Nemesis	hypothesis	may	be	able	 to	account

for	 both	 the	 increase	 in	 cometary	 activity	 and	 the	 decrease	 in	 solar



activity	experienced	in	recent	years.	Nemesis	may	be	dragging	comets
into	 the	 vicinity	 of	 the	 solar	 system	 while	 grounding	 the	 Sun,	 thus
depleting	 its	 electric	 charge.	 This	 results	 in	 an	 overall	 decrease	 in
solar	discharges.	Due	to	problems	with	radiocarbon	dating	techniques,
it’s	 hard	 to	 say	when	 exactly	 our	 last	 encounter	with	Nemesis	 took
place,	 but	 recent	 solar	 and	 cosmic	 developments	 suggest	 that
something	big	is	afoot.	In	Part	III,	we	will	focus	on	the	consequences
these	phenomena	are	having	here	on	planet	Earth.
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PART	3

EARTHLY	EFFECTS	OF	THE
APPROACHING	NEMESIS	AND	ITS

COMETARY	SWARM
	



CHAPTER	20:	IMPACT	OF	THE
SUN’S	REDUCED	ACTIVITY	ON

PLANET	EARTH
	

Now	that	we	know	more	about	 the	electric	nature	of	 the	Sun,	and
have	 taken	 note	 of	 reduced	 activity,	 it’s	 time	 to	 take	 a	 look	 at	 how
some	of	 the	 ideas	we’ve	discussed	could	be	correlated	with,	or	even
be	causing,	unusual	natural	phenomena	taking	place	here	on	Earth.

	
First	 we	 need	 to	 explore	 another	 key	 linkage	 in	 the	 Electric

Universe	model:	how	the	Earth	itself	is	analogous	to	a	capacitor.	We
know	that	the	Earth	is	powered	by	the	Sun	via	the	solar	wind,	which
sweeps	 into	 and	around	 the	Earth	 and	 its	 ionosphere,	 charging	 them
electrically.	 This	 is	 why,	 despite	 numerous	 discharges	 occurring
between	 the	 Earth’s	 surface	 and	 its	 ionosphere	 (in	 the	 form	 of
lightning,	 for	 example),	 the	 electric	 field	 between	 the	Earth	 and	 the
ionosphere	 doesn’t	 disappear:	 it	 is	 being	 regularly	 recharged	 by	 the
Sun.
	

Figure	67:	The	vertical	atmospheric	electric	field	(©	Sott.net)

	



Together,	 the	 upper	 and	 lower	 parts	 of	 the	 Earth’s	 atmosphere
might	be	 thought	of	as	 its	 insulating	bubble,	 its	Double	Layer	 (DL).
The	ionosphere	extends	from	a	height	of	about	50	km	to	over	500	km
[187].	This	region	is	highly	ionized	compared	to	the	lower	atmosphere
because	 of	 its	 direct	 interaction	 with	 solar	 radiation.	 Solar	 particles
ionize	 the	molecules	of	 the	 ionosphere,	which	are	mostly	gaseous	 in
nature.	 In	 fact,	 it’s	 because	 of	 these	 ions	 that	 the	 upper	 part	 of	 the
atmosphere	is	called	the	ionosphere.
	
The	 electric	 charge	 of	 the	 ionosphere	 is	 positive.	 [188]	 Since	 the

Earth’s	 electric	 charge	 is	negative,	 [189]	 a	vertical	 electric	 field	 exists
within	the	atmosphere	between	the	ionosphere	and	the	Earth’s	surface.
As	depicted	in	figure	67,	the	atmospheric	electric	field	is,	on	average,
equal	to	100	volts	per	meter,	 [190]	although	it’s	stronger	at	the	equator
and	decreases	with	latitude.

	
Why,	you	may	be	wondering,	if	such	a	vertical	electric	field	exists

in	 the	 atmosphere,	 don’t	 we	 get	 electrocuted?	 The	 air	 around	 our
heads,	after	all,	has	an	electric	potential	that	is	about	180	volts	higher
than	 our	 feet.	 One	 reason	 is	 that	 despite	 the	 strong	 difference	 in
electric	potential,	 the	current	density	 in	air	 is	extremely	small,	about
10-12	amperes	per	square	meter.	[191]	So	the	current	flow	resulting	from
this	electric	field	is,	most	of	the	time,	almost	imperceptible.
	
Figure	 68	 depicts	 the	 influence	 of	 solar	 activity	 on	 the	 Earth’s

atmospheric	E-field	and	its	core-surface	E-field.
	



Figure	68:	Earth’s	electric	fields	and	potentials	according	to

solar	activity.	(©	Sott.net)

	
On	the	right	of	figure	68,	solar	activity	is	weak;	therefore	the	Earth

receives	 less	 (positively	 charged)	 solar	 winds	 (small	 yellow	 arrow).
As	 a	 consequence,	 the	 electric	 potential	 of	 the	 ionosphere	 is	 less
positive	 and	 it	 tends	 to	 attract	 fewer	 free	 electrons	 from	 inside	 the
Earth	 to	 its	 surface,	 making	 the	 Earth’s	 surface	 less	 negatively
charged.	 As	 a	 result,	 the	 E-field	 between	 the	 ionosphere	 and	 the
Earth’s	surface	(atmospheric	E-field)	 is	 reduced	(small	orange	arrow
on	the	right	picture).
	
With	fewer	free	electrons	attracted	from	the	inside	of	the	Earth	to	its

surface,	 the	 electric	 field	between	 the	Earth’s	 surface	and	 its	 core	 is
also	lowered	(small	red	double	arrow	on	the	right	picture).	[192]
	
Let’s	 keep	 in	 mind	 this	 idea	 that	 weak	 solar	 activity	 reduces	 the

atmospheric	E-field	and	the	surface-core	E-field,	because	it	will	be	an
important	 explanatory	 factor	 in	 many	 of	 the	 unusual	 natural
phenomena	we’ll	be	looking	at	in	the	coming	chapters.
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CHAPTER	 21:	 INCREASE	 IN
COMETARY	ACTIVITY
	

In	 a	 previous	 chapter	 [193]	 we	 briefly	 addressed	 the	 contemporary
increase	 in	 cometary	 activity.	 In	 this	 chapter	 we	 will	 deal	 more
extensively	 with	 this	 phenomenon.	 To	 do	 so	 we	 will	 focus	 on	 the
following	subtopics	that	are	directly	correlated	with	cometary	activity:
increase	 in	 fireballs	 (fireballs	 being	 cometary	 material	 entering	 our
atmosphere),	 global	 dimming	 (related	 to	 the	 increase	 in	 atmospheric
cometary	 dust),	 increase	 in	 newly	 discovered	 comets,	 moons	 and
asteroids	(the	three	of	them	being	cometary	material	of	various	sizes).
Then	we	will	deal	with	 the	way	this	 increased	activity	 is	covered	up
by	 the	 mainstream	 media	 and,	 finally,	 we	 will	 cover	 some	 of	 the
unexpected	earthly	effects	induced	by	cometary	activity.
	

Increase	in	fireballs

As	we’ve	 already	 seen	 in	Chapter	 14,	 data	 collected	 by	 the	AMS
[194]	 indicates	 that	 the	 number	 of	 confirmed	 meteor	 fireballs	 in	 our
atmosphere	has	increased	by	almost	700%	over	the	period	2005–2013.
More	 than	 2,000	 confirmed	meteor	 fireballs	were	 observed	 over	 the
USA	in	2012;	nearly	3,500	were	observed	in	2013.	[195]	That	amounts
to	a	64%	increase.
	



Figure	69:	Observed	fireballs	over	the	US	over	the	period	2009-2013

(©	sott.net	–	data	extracted	from	the	AMS	database)

	
Notice	 that	 the	 sharp	 increase	 in	 reported	 fireballs	 (+1931%	 over

the	2005-2013	period)	is	very	unlikely	to	be	solely	due	to	an	increase
in	 the	 number	 of	 observers	 and/or	 an	 increase	 in	 popularity	 of	 the
AMS	database.	Indeed,	if	it	was	the	case,	the	number	of	observations
should	 keep	 increasing	 year	 after	 year,	 but	 this	 is	 not	 the	 case.	 For
example,	 between	2008	 and	2009	 the	number	of	 confirmed	 fireballs
dropped	by	4%.

	
The	AMS	database	 focuses	on	 the	US,	which	constitutes	 less	 than

2%	 of	 the	 Earth’s	 surface.	 Can	 we	 deduce	 from	 this	 that	 the	 total
number	of	observed	fireballs	across	 the	planet	 in	2013	was	50	 times
the	 number	 observed	 over	 the	 US?	 If	 so,	 the	 world	 total	 for	 2013
would	then	amount	to	almost	one	million	[196]	sightings.
	
An	increase	in	fireball	sightings	was	not	only	measured	in	the	US.

The	 same	 phenomenon	 has	 also	 been	 noted	 in	 Japan.	 Figure	 70
compiles	 the	 number	 of	 observed	 fireballs	 as	 collected	 by	 the
SonotaCo	Network	Japan	[197].
	



Figure	70:	Number	of	observed	fireballs	over	Japan	collected	by

SonotaCo	and	linear	regression	(red	line)	(©	Sott.net)

	
Concurrent	with	 this	 increase	 in	 observed	 fireballs,	 there	 is	 also	 a

growing	 number	 of	 reports	 of	 ‘sonic	 booms’,	 i.e.	 exploding	 sounds
that	 observers	 generally	 report	 as	 having	 come	 from	 overhead,	 and
which	 are	 considered	 unexplained	 because	 the	 source	 usually
identified	with	sonic	booms	–	jet	aircraft	breaking	the	sound	barrier	–
was	 ruled	 out.	 Hard	 data	 on	 this	 is	 lacking,	 but	 together	 with	 my
colleagues	at	SOTT.net,	we	have	collected	hundreds	of	global	media
reports	 of	 unexplained	 sonic	 booms	 over	 the	 past	 ten	 years.	 By	 all
accounts,	it	appears	to	have	gone	from	being	a	sporadic,	perhaps	once
monthly	 occurrence,	 to	 a	 daily	 and	 familiar	 experience.	 [198]	 Even
Wikipedia,	 a	 resource	 known	 to	 err	 on	 the	 side	 of	 officially-
sanctioned	 (and	often	 corrupt)	 science,	 lists	 39	 recent	 reports	 [199]	 of
mysterious	sonic	booms	reported	by	the	mainstream	media.	The	first
report	is	from	2006	[200],	and	over	half	of	them	were	published	in	2012
and	 2013.	These	were	 the	 only	 cases	where,	 apparently,	 the	 official
number	of	witnesses	mandated	an	official	response.

	



Not	only	have	fireballs	increased	in	number,	but	they	have	also
increased	 in	 mass.	 On	 February	 15th,	 2013,	 an	 asteroid	 with	 an
estimated	mass	of	10,000	tons	entered	the	Earth’s	atmosphere	over	the
Ural	Mountains	in	Russia	and	exploded	at	a	height	of	about	23	km	(15
miles)	over	the	city	of	Chelyabinsk.
	

Figure	71:	One	of	the	flashes	generated	by	the	Chelyabinsk	meteor.

Screen-capture	from	a	dashboard	video	camera.

	
The	energy	of	the	bolide	was	about	500	kilotons,	20–30	times	more

energy	 than	 was	 released	 by	 the	 atomic	 bomb	 dropped	 by	 the	 US
government	on	 the	civilians	of	Hiroshima.	The	 largest	known	object
to	‘hit’	the	planet	since	the	Tunguska	event	in	1908,	the	Chelyabinsk
fireball	 shone	30	 times	brighter	 than	 the	Sun	 and	 set	off	 a	powerful
shockwave	that	left	several	thousand	people	injured	from	flying	glass
as	 the	 windows	 in	 almost	 8,000	 city	 buildings	 were	 blown	 in,	 [201]
while	 radiation	 from	 the	 exploding	 space	 rock	burned	people’s	 eyes
and	skin.	[202]
	
The	 material	 left	 behind	 in	 the	 atmosphere	 formed	 a	 thin	 but



cohesive	 and	persistent	 stratospheric	 dust	 belt	 that	was	 tracked	by	 a
NASA	satellite.	By	February	19th,	 four	 days	 after	 the	 explosion,	 the
plume	had	been	carried	by	the	jet	stream	entirely	around	the	northern
hemisphere	 and	 arrived	 back	 at	 Chelyabinsk.	 Three	 months	 later,	 a
detectable	belt	of	bolide	dust	persisted	around	the	planet.	[203]
	



Figure	72:	The	Chelyabinsk	atmospheric	plume	on	February	22nd,	2013,

i.e.	one	week	after	the	overhead	explosion.	(©	Discovery	Magazine)

	
While	 the	 Chelyabinsk	 event	 stole	 the	 limelight	 in	 2013,	 and

deservedly	 so,	 it	was	 just	 one	 of	many	 spectacular	 overhead	meteor
explosions.	To	give	you	an	idea	of	the	extent	and	regularity	of	global
coverage,	 consider	 that	 on	 the	 very	 same	 day	 as	 the	 Chelyabinsk
event,	 astronomers	 were	 tracking	 an	 apparently	 unrelated	 asteroid
(2012	DA14)	which	was	making	 its	 closest	 approach	 to	Earth.	 This
other	 asteroid	 had	 been	 discovered	 a	 year	 beforehand	 and	 was
regularly	discussed	in	the	media	in	anticipation	of	its	fly-by,	not	least
because	 it	was	 roughly	 the	 same	 size	 as	 estimates	 for	 the	Tunguska
body,	 but	 also	 because	 it	 passed	 inside	 the	 orbit	 of	 NASA’s
geosynchronous	satellites.	[204]
	
Just	two	days	previously,	on	February	13th,	another	separate	fireball

had	exploded	over	the	Caribbean,	sending	out	a	shockwave	that	shook
building	foundations	in	Cuba.	 [205]	Two	days	before	this	event,	on	the
morning	of	February	11th,	another	daytime	fireball	was	videoed	from
the	dashcam	of	a	vehicle	travelling	on	a	highway	just	250	km	west	of



Chelyabinsk.	[206]
	

Global	dimming

Global	 dimming	 is	 the	 reduction	 in	 the	 amount	 of	 solar	 radiation
received	on	the	Earth’s	surface	during	fair	weather.	One	of	 the	main
causes	 of	 global	 dimming	 is	 atmospheric	 dust.	 [207]	 Numerous
scientists	have	demonstrated	that	a	global	dimming	trend	has	been	in
process	for	decades.	[208]
	
There’s	been	some	debate	as	to	whether	atmospheric	dust	induces	a

net	 warming	 effect	 on	 the	 planet	 (because	 it	 absorbs	 more	 than	 it
reflects	radiation),	or	whether	it	induces	a	net	cooling	effect	(because
it	 reflects	 more	 than	 it	 absorbs	 radiation).	 In	 2008,	 atmospheric
scientist	 Richard	 Hansell	 tested	 and	 measured	 the	 net	 effect	 of
atmospheric	 dust	 particles	 on	 temperatures	 and	 concluded	 that,
although	 atmospheric	 dust	 both	 absorbed	 and	 reflected	 solar
radiations,	it	induced	an	overall	cooling	effect:
	

The	 analysis	 showed	 that	 over	 half	 of	 dust’s	 cooling	 effect	 is
compensated	for	by	its	warming	effect.	The	finding,	published	in	the
Journal	 of	 Geophysical	 Research,	 Atmospheres,	 could	 clarify
scientists’	understanding	of	how	dust	influences	moisture	fluctuations
in	the	atmosphere	and	surface	temperatures	around	the	planet.	[209]

	
As	shown	in	figure	73,	researchers	from	the	Institute	of	Soil,	Water

and	 Environmental	 Sciences	 [210]	 found	 a	 significant	 reduction,
globally	 averaged	 2.7%	 per	 decade,	 in	 solar	 radiation	 reaching	 the
Earth’s	surface	over	the	last	50	years.
	



Figure	73:	Reduction	in	solar	irradiance	over	the	period	1950–2000.

(©	Stanhill	&	Cohen)

	
In	 the	 90’s	 an	 inversion	 occurred	 and	 our	 planet	 experienced	 a

global	 brightening	 in	 some	 regions.	 [211]	 Then,	 after	 the	 year	 2000,
global	 dimming	 restarted	 in	 certain	 areas	 and	 became	 overall	 more
chaotic	with	different	continents	experiencing	opposite	trends.	[212]
	
Now,	 according	 to	 mainstream	 science,	 global	 dimming	 is

manmade,	 caused	 by	 the	 accumulation	 of	 aerosol	 particles	 in	 the
atmosphere	due	to	industrialization.	The	trend	inversion	noticed	in	the
90s	is	attributed	to	the	ban	of	several	types	of	aerosols	and	other	anti-
pollution	 measures.	 [213]	 However,	 a	 paper	 [214]	 published	 in	 2005
showed	 that	 over	 the	 period	 1986–2000,	 although	 a	 slight	 dimming
was	occurring	over	land,	a	brightening	occurred	over	the	oceans.
	

Figure	74:	Irradiance	over	the	period	1982–2002.	Land	measurements

on	the	left	(global	dimming),	ocean	measurements	on	the	right

(global	brightening).	(©	Pinker	et	al.)

	
If	human	activity	was	indeed	the	cause	of	global	dimming,	and	the



reduction	in	human	aerosol	use	the	cause	for	the	brightening	observed
in	the	1990s,	a	brightening	over	land	should	have	been	observed	and,
possibly,	 a	 delayed	 brightening	 over	 the	 oceans	 (due	 to	 air
circulation),	 since	most	 industrial	 sources	 are	 located	 on	 continents.
But	the	paper	referenced	here	shows	exactly	the	opposite.
	
Since	 2000,	 dimming	 has	 been	 observed	 in	 numerous	 places,

including	China,	India	and	the	whole	southern	hemisphere,	despite	the
relatively	 lower	 presence	 of	 anthropogenic	 pollution	 in	 this	 less
industrialized	 hemisphere.	 [215]	 We	 can	 deduce	 from	 this	 that	 while
human	pollution	might	indeed	affect	the	amount	of	sunlight	reaching
the	 surface,	 it’s	 obviously	 not	 the	 only	 cause	 and	 its	 effects	 are
probably	negligible	in	the	larger	context.
	
Unlike	 human	 pollution,	 cometary	 activity	 could,	 at	 least	 partly,

explain	 both	 the	 global	 dimming	 observed	 above	 the	 oceans	 during
the	1990s	and	the	dimming	since	2000.	Between	40	and	400	tons	of
extraterrestrial	material	 is	 estimated	 to	 enter	 the	 Earth’s	 atmosphere
daily,	[216]	[217]	most	of	it	arriving	in	the	form	of	cometary	dust.	These
estimates	calculated	years	ago	do	not,	however,	take	into	account	the
recent	surge	in	cometary	activity.
	
If	we	factor	in	the	655%	increase	in	confirmed	fireballs	(see	AMS

statistics	 above)	 over	 the	 past	 eight	 years,	 the	 quantity	 of	 cometary
dust	 entering	Earth’s	 atmosphere	 should	 be	 at	 least	 six	 times	 higher
than	 that	generally	estimated;	 that	 is,	daily	 incoming	dust	measuring
between	260	and	2,600	tons.
	

Increase	in	asteroids,	comets,	and	moons

Where	 is	 all	 this	 debris	 coming	 from?	 Well,	 there	 has	 been	 a
significant	increase	in	the	discovery	of	asteroids	in	recent	decades:	In
1980,	 there	were	9,000	known	asteroids	 in	 the	 solar	 system	 [218].	By



2000,	there	were	86,000.	[219]	By	2007,	there	were	380,000.	[220]	As	of
2013,	 the	 International	 Astronomical	 Union’s	 Minor	 Planet	 Center
had	data	on	1.1	million	asteroids.	[221]
	



Figure	75:	Number	of	known	asteroids	(1980-2013)	(©	Sott.net)

	
The	data	in	figure	75	are	scattered	and	were	compiled	from	various

sources	 because	 no	 centralized	 systematic	 count	 of	 known	 asteroids
exists	for	the	period	1980-2013.

	
Of	the	1.1	million	asteroids	known	in	2013,	NASA	announced	the

discovery	of	the	10,000th	NEO	–	Near	Earth	Objects	on	Earth-crossing
orbits	–	 in	June	2013.	 [222]	An	alarming	number,	especially	when	we
know	that	most	NEOs	are	discovered	just	as	they	fly	past	Earth,	and
very	 often	 inside	 lunar	 distance.	 [223]	 Other	 estimates	 place	 between
100,000	 and	 1,000,000	 more	 undiscovered	 NEOs	 on	 similar	 Earth-
crossing	 orbits,	 [224]	 increasing	 the	 current	 estimated	 total	 range	 of
asteroids	in	the	solar	system	to	100	million.
	
The	 number	 of	 discovered	 comets	 has	 also	 increased	 in	 recent

years.	 Figure	 76	 is	 based	 on	 official	 data	 released	 by	 the	 British
Astronomical	 Association	 in	 November	 2013.	 [225]	 The	 orange	 bars
show	the	total	number	of	comets	identified	by	NASA’s	SOHO	project



while	 the	 blue	 bars	 show	 the	 total	 number	 of	 new	 comets.	 While
newly	discovered	comets	were	virtually	nil	at	the	beginning	of	the	90s
(for	example,	only	one	comet	was	discovered	 in	1995,	namely	1995
O1	 Hale-Bopp	 [226]),	 by	 2000	 over	 150	 new	 comets	 were	 being
discovered	per	year,	a	figure	that	increased	to	265	by	2009.

	
Note	that	 the	figures	between	2009	and	2013	are	not	yet	finalized.

Once	 updated,	 I	 fully	 expect	 the	 final	 count	 for	 those	 years	 to	 be
higher	than	the	current	count.
	

Figure	76:	Discovered	comets	(1995-November	2013)	according	to	data

provided	by	the	British	Astronomical	Association	(©	Sott.net)

	
Rather	appropriately,	2013	was	declared	 the	‘Year	of	 the	Comets’,

with	 a	 high	 number	 of	 active	 comets	 in	 the	 Sun’s	 vicinity.	 By
November	21st,	17	comets	 [227]	were	visible	with	a	small	telescope,	of
which	five	 [228]	exhibited	a	magnitude	between	+4	and	+7.5	(meaning



they	could	be	seen	with	binoculars	[229])	and	two	of	which	(ISON	and
Encke)	could	be	seen	with	the	naked	eye.
	
Remember,	these	are	only	the	identified	comets,	bright	enough	to	be

observed	 at	 a	 long	 distance.	 Most	 ‘comets’	 remain	 invisible	 (as
‘asteroids’)	 until	 they	 start	 glowing	 as	 a	 result	 of	 the	 heliosphere-
induced	 electric	 stress	 they	 experience	 when	 they	 enter	 the	 solar
system.	If	the	exceptional	fireball	events	in	2013	were	anything	to	go
by,	2014	may	have	even	more	celestial	surprises	in	store	for	us.
	
Directly	 correlated	with	 this	 increase	 in	 new	 comets,	 and	 another

piece	 of	 evidence	 that	 strongly	 points	 to	 an	 increase	 in	 cometary
activity,	is	the	growing	number	of	‘moons’	orbiting	the	planets	in	our
solar	system.	For	example,	in	1974	Jupiter	had	9	moons.	[230]	Today	it
has	67	confirmed	moons	(see	figure	77).	[231]
	

Figure	77:	Number	of	moons	orbiting	Jupiter,	Saturn	and	Uranus

(1975	and	2013).	(©	Sott.net)

	
The	 explanation	 usually	 given	 for	 this	 surge	 in	 the	 number	 of

moons	 is	 that	 telescopes	 have	 improved.	 While	 this	 certainly	 may
explain	 the	 discovery	 of	 some	 new	 moons,	 particularly	 the	 smaller
ones,	‘anomalies’	persist.	If	the	only	factor	in	finding	new	moons	was
telescope	 efficiency,	 then	 year	 on	 year	 we	 should	 expect	 to	 find
smaller	and	smaller	moons	around	the	same	planet,	but	this	is	not	the



case.
	
One	of	 the	 new	moons	 around	Saturn	 is	 called	 ‘Calypso’	 [232]	 and

was	discovered	 in	1980.	 Its	diameter	 is	about	20	km	(13	miles).	We
could	therefore	assume	that	all	the	moons	discovered	after	1980	were
smaller.	But	in	2000,	a	new	moon	of	Saturn	called	‘Siarnaq’	 [233]	was
discovered	 from	 a	 ground	 based	 telescope.	 Its	 diameter	 is	 about	 40
km,	meaning	that	twenty	years	later,	a	moon	twice	as	big	as	Calypso
was	discovered,	thanks	to	‘improved	technology’.

	
Another	 flaw	 in	 the	 assumption	 that	 improvements	 in	 telescope

technology	are	 the	unique	driver	of	discovery	is	 the	‘discovery	gap’.
Sticking	 with	 Saturn	 as	 our	 case	 study,	 we	 note	 that	 in	 1980,	 the
planet	had	17	identified	moons.
	
Between	1981	and	2000,	 just	one	new	moon	was	discovered.	This

moon	was	Pan	 [234],	discovered	in	1990	from	Voyager’s	picture	taken
in	1980.	Then,	 between	2000	and	2009,	 44	moons	were	discovered.
[235]

	



Figure	78:	Number	of	known	moons	of	Saturn	(1980-2009)	(©	sott.net)

	
Are	we	 to	assume	that	 for	 two	decades	(1980–2000)	 technological

progress	ground	to	a	halt?	Did	astronomers	go	on	strike?	The	Voyager
probe	in	1980	arguably	brought	data	that	was	well	ahead	of	its	 time.
Apparently	 it	 took	 20	 years	 to	 fill	 the	 technological	 gap	 and	 have
pictures	 taken	 from	 the	Earth	 that	meet	 the	 accuracy	 of	 those	 taken
from	Voyager.	And	yet	new	moon	databases	show	that	in	1980	small
moons	were	 being	 discovered	 from	 ground-based	 observatories.	 For
example	Calypso,	 the	 small	moon	mentioned	above,	was	discovered
from	 ground-based	 observations	 by	 Dan	 Pascu.	 [236]	 As	 a	 matter	 of
fact,	 in	 1980,	 the	 year	 when	 Voyager	 was	 nearby	 Saturn,	 6	 new
moons	 [237]	 were	 discovered,	 only	 half	 of	 them	 were	 discovered	 by
Voyager.	The	other	half	were	discovered	by	ground	based	telescopes,
so	the	observers	were	not	lagging	behind,	technologically	speaking.

	
A	more	logical	explanation	for	this	sudden	discovery	of	new	moons

is	that	before	their	discovery	they	were	simply	not	there;	that	the	new



moons	were	only	recently	acquired.
	
One	other	peculiar	feature	is	the	time	sequence	of	moon	acquisition,

planet	 by	 planet.	 It	 appears	 from	 the	 data	 that,	 following	 a	 20-year
period	 where	 no	 new	 moons	 were	 discovered	 (1980s	 and	 1990s),
planets	in	the	solar	system	all	of	a	sudden	started	acquiring	many	new
moons.	Uranus	[238]	started	acquiring	most	of	its	recent	moons	in	1999,
Saturn	 [239]	 in	 2000	 and	 Jupiter	 [240]	 in	 2001.	 This	 sequence	 is
interesting	because,	in	the	solar	system,	Uranus	is	the	7th	planet	from
the	Sun,	Saturn	is	the	6th	and	Jupiter	is	the	5th.
	

Figure	79:	Outer	planets	Jupiter,	Saturn	and	Uranus.	(©	sott.net

adapted	from	wall321.com)

	
If	 the	discovery	of	new	moons	was	due	 to	 technological	progress,

then	moons	 of	 the	 closest	 planet	 should	 have	 been	 discovered	 first.
But	the	exact	opposite	occurred.	The	early	acquisition	of	new	moons
by	 the	 furthest	 planet	 from	 the	 Sun	 suggests	 that	 these	 ‘moons’
originate	from	the	same	source,	approaching	the	Sun	from	outside	the
solar	system.	So,	as	comets	or	asteroids	passing	the	orbits	of	the	outer
planets	 first,	 they	 would	 only	 arrive	 at	 the	 inner	 planets	 later.	 This
inward	trajectory	(from	outside	the	solar	system	toward	its	center)	 is
consistent	 with	 our	 description	 of	 Nemesis’	 orbit	 and	 the



accompanying	cometary	swarm.	[241]	Once	inside	the	solar	system,	we
would	expect	some	of	the	swarm	to	be	attracted	by	massive	celestial
bodies	in	general,	and	the	Sun	in	particular.

	
An	objection	made	by	mainstream	science	against	this	idea	that	new

moons	 are	 recently	 captured	 asteroids	 or	 comets	 is	 that	 moons	 are
conventionally	thought	of	as	being	a	totally	different	type	of	celestial
body.	But	 there	 actually	 doesn’t	 seem	 to	 be	 any	 physical	 difference
between	them,	as	we	can	see	when	we	compare	images	of	the	two.
	

Figure	80:	This	composite	image	shows	two	asteroids	among	five

moons	of	Saturn.	If	you	had	not	been	told	which	were	‘moons’	and

which	were	‘asteroids’	(or	‘comets’	for	that	matter),	would	you	be

able	to	tell	them	apart?	(©	NASA/JPL)

	
After	 years	 of	 denial,	 the	 penny	 appears	 to	 have	 dropped	 for

mainstream	astronomy,	and	it	was	finally	conceded	that	moons	might
indeed	 be	 captured	 asteroids.	 An	 international	 team	 of	 astronomers
modeled	the	ultraviolet	light	reflected	from	the	surface	of	Phobos,	one
of	the	two	small	moons	of	Mars,	and	compared	it	to	the	asteroid	624
Hektor	and	the	Tagish	Lake	meteorite	found	on	Earth	and	concluded
that	they	bore	‘strong	similarities’	[242].
	



Figure	81:	Phobos,	one	of	the	two	moons	of	Mars	along	with	Deimos

(©	NASA)

	
One	 could	 think	 that	 the	 recent	 increase	 in	 new	 moons,	 comets,

asteroids	 and	 NEOs	 might	 be	 due	 to	 a	 sudden	 surge	 in	 the	 NASA
budget	dedicated	to	detecting	celestial	bodies.	As	a	matter	of	fact,	just
the	 opposite	 has	 been	 happening.	 NASA	 Astrophysics	 departments
(the	ones	concerned	with	 the	detection	program)	had	a	$1.11	billion
budget	in	2007.	By	2013,	the	budget	dropped	to	$610	million.	That’s
a	45%	drop	over	six	years.
	



Figure	82:	NASA	astrophysics	annual	spending	over	the	period	2007-

2013	-	Source:	US	House	of	Representative	spending	bills	(©

Sott.net)

	

Disguising	celestial	intentions

The	 mainstream	 media’s	 response	 to	 the	 increase	 in	 earthbound
space	 rocks	 has	 been	 similar	 to	 its	 response	 to	 the	 increase	 in
atmospheric	 dust:	 they	 downplay	 the	magnitude	 of	 the	 phenomenon
and	 blame	 it	 on	 human	 activity.	 But,	 sadly	 for	 the	 authorities,	 the
proliferation	 of	mobile	 phones	 equipped	with	 cameras	 has	 provided
extensive	 evidence	 that	 some	 fairly	 large-sized	 meteors	 are	 raining
down	on	Earth,	with	fresh	accounts	of	spectacular	fireballs	now	being
reported	on	a	daily	basis.	With	outright	denial	of	the	phenomenon	no
longer	 being	 possible	 for	 them,	 it	 has	 become	 imperative	 that	 the
media	 find	 rational	 explanations	 to	 ease	 the	 inevitable	 apprehension
people	feel	about	what	they	are	seeing.

	



So	the	authorities	now	regularly	claim	to	be	conducting	bizarre,	and
previously	unannounced,	‘missile	 tests’	 [243]	and	dealing	with	equally
outlandish	 ‘accidents’	 [244]	 to	 account	 for	 ‘sonic	 booms’	 [245]	 and
‘explosive	earthquakes’	[246]	that	are	often	accompanied	by	eyewitness
reports	and	video	footage	of	fireballs	 [247]	 turning	night	into	day	over
densely	 populated	 areas.	 Another	 explanation	 trotted	 out	 with	 some
frequency	is	‘falling	space	junk’.
	
This	 media	 cover-up	 of	 the	 increase	 in	 cometary	 activity	 by

conflating	it	with	military	missiles	and/or	space	junk	lends	an	almost
prophetic	tone	to	the	following	text	written	in	1996:
	

…the	Christian,	 Islamic	 and	 Judaic	 cultures	 have	 all	moved	 since
the	 European	 Renaissance	 to	 adopt	 an	 unreasoning	 anti-apocalyptic
stance,	apparently	unaware	of	the	burgeoning	science	of	catastrophes.
History,	it	now	seems,	is	repeating	itself:	it	has	taken	the	Space	Age	to
revive	 the	Platonist	voice	of	 reason	but	 it	 emerges	 this	 time	within	a
modern	 anti-fundamentalist,	 anti-apocalyptic	 tradition	 over	 which
governments	may,	as	before,	be	unable	to	exercise	control.	…	Cynics
(or	modern	 sophists),	 in	 other	 words,	 would	 say	 that	 we	 do	 not
need	the	celestial	threat	to	disguise	Cold	War	intentions;	rather	we
need	the	Cold	War	to	disguise	celestial	intentions!	[Emphasis	in	the
original]	[248]

	
The	problem	is	that,	unlike	conventional	missiles,	cometary	bodies,

because	 of	 their	 electric	 activity,	 have	 a	 strong	 electromagnetic
signature	 that	can	 trigger	 lightning	bolts	between	 incoming	asteroids
and	the	Earth’s	surface,	which	can	fry	electrical	devices	over	a	wide
area.	One	naturally	wonders	 if	 this	 is	related	to	 the	media	frequently
reporting	[249],	since	around	2008,	the	development	of	electromagnetic
pulse	 (EMP)	weapons	by	 the	USA,	 [250]	 Israel,	 [251]	China,	 [252]	South
Korea,	 [253]	 and	 the	 convenient	 suspect,	 Iran.	 [254]	 The	 source
mentioning	 the	 development	 of	 Iranian	 EMP	 weapons	 specifically
states	the	following:
	



An	 EMP	 is	 an	 above-atmosphere	 level	 detonation	 of	 a	 nuclear
device	 that	produces	enough	radiation	 to	wreak	havoc	with	electrical
systems.	[255]

	
Because	of	the	protection	provided	by	our	atmosphere,	an	overhead

cometary	explosion	is	a	far	more	probable	event	than	a	direct	impact
and	 could	 easily	 be	mistaken	 for	 an	 ‘above-atmosphere	 detonation’.
And	 the	 EMP	 generated	 by	 such	 an	 explosion	 could,	 of	 course,	 be
blamed	 on	 the	 ‘Iranian	 EMP	 missiles’.	 In	 addition	 to	 ‘disguising
celestial	intentions’,	a	cover	story	about	Iranian	EMP	weapons	would
provide	a	casus	belli	for	the	US	and	Israel	to	attack	Iran.	At	the	very
least,	it	keeps	the	population	(of	the	US	at	least)	focused	on	the	enemy
‘over	 there’	 rather	 than	 the	 real	 enemy	 ‘out	 there’,	 and	 in	 that	way,
dependent	 on	 the	 authorities	 for	 protection.	 The	 point	 being,	 our
‘authorities’	cannot	protect	us	from	the	celestial	threat	and,	as	we	shall
see,	they	may	in	fact	play	a	central	role	in	provoking	it.
	



Figure	83:	Theoretical	peak	electric	field	induced	by	a	high-

altitude	electromagnetic	pulse.	Burst	height	is	75	km.	(©	Metatech

corp.)

	
The	recent	series	of	‘disclosures’	about	new	EMP	weapons	is	all	the

more	 suggestive	 because	 the	 prime	 generators	 of	 electromagnetic
pulses	are	nuclear	weapons.	This	effect	was	already	suspected	by	the
time	the	Manhattan	Project’s	Trinity	Test	in	the	desert	of	New	Mexico
on	 July	 16th,	 1945	detonated	 the	 first	 atomic	 bomb.	Their	 electronic
equipment	 had	 been	 shielded	 [256]	 because	 project	 scientist	 Enrico
Fermi	had	predicted	that	an	EMP	would	accompany	the	explosion.	By
the	 1960s,	 the	 EMPs	 generated	 by	 nuclear	 explosions	 and	 their



disruptive	 effects	 on	 electronic	 and	 electric	 equipment	 was	 being
extensively	 measured	 and	 documented.	 [257]	 Put	 simply,	 nuclear
weapons	 are	 EMP	 weapons,	 an	 established	 fact	 for	 over	 half	 a
century.	Why	 then	 does	 the	 media	 depict	 EMP	 bombs	 as	 a	 ‘newly
discovered’	weapon?	Why	 all	 this	 fuss	 about	 half	 a	 dozen	 countries
suddenly	 developing	 EMP	 bombs	 at	 the	 same	 time	 that	 such	 a
dramatic	increase	in	comets	and	fireballs	is	being	recorded?

	
Another	feature	of	the	electric	model	of	the	Universe	we’ve	covered

is	how	a	Nemesis-induced	grounding	of	the	Sun	weakens	the	E-field
between	 the	Earth’s	 surface	 and	 its	 ionosphere	 (the	 ‘atmospheric	E-
field’).	 This	 E-field,	 through	 the	 electric	 constraint	 it	 exerts	 on
incoming	meteors,	acts	as	a	protective	shield:
	

If	 a	 body	 having	 a	 different	 electrical	 potential	 (voltage)
penetrates	 the	 double	 layer	 boundary	 and	 moves	 into	 the
plasmasphere	 surrounding	 a	 planet,	 charges	 will	 flow	 to	 try	 to
cancel	 the	 voltage	 difference.	 Electrical	 discharges	 will	 occur.
Thus,	 if	 any	 other	 body,	 such	 as	 a	 large	 meteor,	 asteroid,	 or	 comet
should	 come	 close	 enough	 to	 Earth	 to	 penetrate	 our	 plasma	 sheath,
violent	 electric	 discharges	 would	 occur	 between	 the	 two	 bodies.	 It
would,	of	course,	be	unfortunate	 to	be	standing	on	Earth’s	surface	at
the	point	of	origin	(or	 reception)	of	such	a	mega-lightning	discharge.
But	the	massive	discharge	itself	might	either	deflect	the	intruding	body
or	 break	 it	 up	 and	 thus	 protect	 Earth	 from	 a	 collision.	 Such	 large-
amplitude	 arcs	 would	 undoubtedly	 cause	 scarring	 on	 the	 surface	 of
both	 bodies.	 A	 very	 small	 intruder	 would	 be	 broken	 up	 by	 the
discharge.	It	is	likely	that	this	is	what	happened	to	comet	Shoemaker-
Levy	9	as	it	entered	Jupiter’s	giant	plasmasphere	a	few	years	ago.	[258]

	
Note	 that	 the	 same	 phenomenon	 occurs	 at	 the	 solar	 system	 scale.

Because	 of	 reduced	 solar	 activity,	 comets	 entering	 the	 solar	 system
are	subjected	to	a	lesser	E-field	and	less	electric	stress,	therefore	being
less	likely	to	fragment	or	disintegrate.

	



If	 Nemesis’	 comet	 swarm	 was	 approaching,	 the	 probability	 of
encountering	more	and	bigger	asteroids	should	increase	and,	because
of	the	weakened	heliospheric	and	atmospheric	E-field,	the	probability
increases	that	more	of	them	would	come	closer	to	the	Earth’s	surface
and	trigger	overhead	explosions	or	even	ground	impacts.
	
In	this	electric	model,	we	thus	see	Nemesis	and	its	cometary	swarm

subjecting	 our	 planet	 to	 the	 threat	 of	 cometary	 bombardment	 while
simultaneously	 neutralizing	 the	 very	 defense	 mechanism	 our	 planet
and	our	solar	system	possess	against	such	a	threat.

	
We	should	keep	 in	mind	here	 that	we’re	not	 looking	at	a	 scenario

where	 a	 single	 large	 object	 hits	 a	 particular	 location,	 as	 depicted	 in
some	popular	Hollywood	productions.	We	are	probably	talking	about
passing	 through	 a	 vast	 cloud	 –	 composed	 of	 cometary	 dust	 and
fragments	 of	 varying	 sizes	 (up	 to	 and	 including	 whole,	 miles-wide
comets)	–	 in	which	we	could	expect	 to	encounter	countless	numbers
of	 objects	 over	 an	 extended	 period	 of	 time.	 Such	 cometary
bombardment	 could	 indeed	 last	 centuries	 if	 not	millennia.	Geologist
David	 Jolley	 discovered	 that	 the	 extinction	 of	 the	 dinosaurs
(Cretaceous-Paleogene	 boundary	 about	 65	 MY	 ago)	 was	 due	 to
cometary	bombardments	that	lasted	several	millennia:
	

The	very	short	period	of	time,	as	little	as	2000–5000	years,	between
two	 large	 asteroid	 impacts	 on	 Earth	 close	 to	 the	 K-Pg	 boundary
constrains	the	likely	impactor	delivery	mechanism	since	it	necessitates
a	high	probability	of	delivering	several	 large	bodies	 into	 the	 inner
solar	system	within	a	few	thousand	years.	[259]

	



Figure	84:	Location	map	of	three	major	impact	sites:	Chicxulub,

Boltysh	and	Deccan	at	time	of	Cretaceous-Paleogene	(K-Pg)	events.

(©	David	Jolley)

	
Notice	 that	 a	 lasting	 cometary	 bombardment	 involving	 several

objects	also	explains	why	high	levels	of	iridium	in	the	K-Pg	boundary
were	 consistently	 found	 all	 over	 the	 planet	 [260]	 (one	 single	 impact
would	have	raised	iridium	levels	only	locally).
	

Action	at	a	distance:	discharge	events

As	long	as	these	space	rocks	continue	discharging,	fragmenting	and
exploding	 up	 there,	 they	 present	 no	 danger	 to	 us	 down	 here,	 right?
Long	assumed	to	be	true,	that	may	no	longer	be	the	case.

	
There	were	multiple	 reports	 of	meteor	 fireballs	 in	 the	 skies	 above

Colorado	when	 devastating	wildfires	 broke	 out	 there	 in	 June,	 2012,
with	 one	 local	 fire	 chief	 stating	 that	meteorites	 had	 actually	 hit	 the
ground.	[261]	Officially,	meteorites	are	not	supposed	to	be	red-hot	when
they	make	impact,	but	many	recent	reports	contradict	the	assumption



that	 rocks	must	 be	 icy	 cold	 by	 the	 time	 they	 reach	 the	 ground.	 [262]
When	we	look	back	at	available	data	for	wildfires	in	the	U.S.	for	the
period	 2001-2012,	 a	marked	 upward	 trend	 reveals	 itself,	 [263]	 though
this	doesn’t	necessarily	mean	that	increased	meteor	fireballs	translate
directly	into	increased	wildfires.	Other	factors	are	probably	involved,
not	least	of	which	is	increased	electrical	discharge	activity	in	the	form
of	 increased	 lightning	 activity,	 [264]	 the	 traditional	 trigger	 for	 many
wildfires.
	
Another	phenomenon	 is	 an	apparent	 spike	 in	unexplained	 surface-

level	 explosions,	 one	 sub-set	 of	 which	 is	 explosions	 or	 fires	 at
industrial	 plants.	 There	 were	 nearly	 40	 such	 hazardous	 incidents,
including	five	at	fertilizer	plants,	between	April	and	August	2013:
	
	

Date Place Dead/wounded Activity Notes
04/18

[265] West,	Texas 15/160
hundreds Fertilizer Lightning

06/14

[266]
Donaldsville,
Louisiana 1/several Fertilizer 	

06/24

[267]
Union	Mills
Indiana 1/2 Fertilizer 	

07/29

[268] Shandong,	China Unknown Explosives 	

08/06

[269] Horlivka,	Ukraine 5/3 Fertilizer 	

08/04

[270]
Bartow	County,
Georgia 0/2 Power	plant 	

04/17

[271]
Mount	Isa,
Australia 0/0 Sulphuric	acid 	



[271]
04/22

[272]
Dexter,	Michigan 1/1 Wastewater 	

04/26

[273]
Shakopee,
Minnesota 0/0 Biomass 	

05/01

[274] Mishazi,	China 119/54 Poultry 	

05/01

[275]
Newmarket,
Canada 0/6 Doors 	

05/07

[276] Eufaula,	Oklahoma 0/2 Sandblasting Double
boom

05/07

[277]
Cartersville,
Georgia 0/0 Power	plant Sonic

boom

05/13

[278]
Putnam,	West
Viriginia	Virginia 0/2 Acetylene	storage 	

05/15

[279]
Cheyenne,
Wyoming 0/0 Power	plant 	

05/23

[280]
Ramat	Hovav,
Israel 1/31 Pharmaceutical 	

06/02

[281] Seward,	Illinois 0/1 Hexachlorodisilane 	

06/17

[282] Postville,	Iowa 0/3 Plastic	laminates 	

06/19

[283] Montreal,	Canada 2/0 Fireworks 	

06/20



[284] Foley,	Alabama 0/2 Aircraft	engines 	

06/23

[285] Pundong,	China Unknown Acrylic	acid 	

06/28

[286]
Mt	Bethel
Pennsylvania 0/0 Silicon 	

07/05

[287] Takoradi,	Ghana 0/1 Power	plant 	

07/11

[288] Suizhou,	China 0/2 Biochemicals 	

07/16

[289] Auburn,	Tennessee 0/1 Thermite 	

07/17

[290]
Auckland,	New
Zealand 0/0 Steel	recycling 	

07/21

[291] Sibley,	Iowa 0/5 Drainage	tiles 	

07/22

[292]
Nuevo	Leon,
Mexico 2/12 Steel 	

07/23

[293] Statesville,	NC 0/1 Composites 	

07/24

[294] Derry,	Penn. 0/0 Nickel	alloys 	

07/25

[295] Lowell,	Arkansas 0/0 Recycling 	

07/30
Zhangzhou,	China 0/0 Paraxylene 	



[296]
Zhangzhou,	China 0/0 Paraxylene 	

07/31

[297] Tavares,	Florida 0/8 Propane 	

08/01

[298] Makurdi,	Nigeria 1/0 Cement 	

08/06

[299] Luhju,	Taiwan Unknown Nitrocellulose 	

08/06

[300] Byram,	Mississippi 0/0 Metal	painting 	

08/11

[301]
Puerto	la	Cruz,
Venezuela 0/0 Refinery Lightning

	
Before	investigations	had	even	begun,	official	explanations	in	all	of

these	 cases	 invoked	 similar	 causes	 each	 time:	 chemical	 reactions,
accidents,	 defective	 equipment,	 human	 error,	etc.	However,	 I	would
like	 to	 propose	 that	 cometary	discharge	or	 impact	may	be	 the	 cause
for	at	least	some	of	these	explosions	and	fires.	Figure	85	shows	how
an	industrial	plume	can	act	as	an	attractor	for	cometary	discharge.
	



Figure	85:	Electric	interactions	between	a	meteor	and	a	power

plant.	(©	Sott.net)

	
A	 (left	 illustration):	A	meteor	 enters	 the	 atmosphere.	 Its	 (relative)

positive	 charge	 pulls	 negative	 charges	 (free	 electrons)	 up	 from	 the
plant	 and	 the	metallic	 chimney.	Those	 electrons	 are	 captured	by	 the
low-mobility	 smoke	 particles	 of	 the	 plume,	 making	 even	 more
negative	 the	 charge	 of	 fumes	 that	 are	 already	 loaded	 with	 negative
ions.	 [302]	 The	 positive	 meteor	 and	 the	 negative	 plume	 attract	 each
other.
	
B	(center	 illustration):	When	 the	 electric	 charge	difference	 is	high

enough	and/or	the	distance	small	enough,	a	massive	discharge	occurs.
An	 ascending	 lightning	 bolt	 (upwards	 electrons	 transfer)	 directly
connects	the	chimney	and	its	plume	to	the	meteor.

	
C	 (right	 illustration):	 The	 lightning	 bolt	 leaves	 an	 ionized	 and



negatively	charged	atmospheric	trail	that	attracts	what	remains	of	the
positively	charged	meteor	towards	the	vicinity	of	the	plant.	Note	that
the	meteor	may	have	fragmented	before	reaching	the	ground.
	
Fertilizer	 plants	 release	 chlorine	 (Cl),	 [303]	 nitrates	 (NO2)	 [304]	 and

nitrites	(NO3).	[305]	These	three	molecules	are	powerful	oxidants;	they
have	 a	 strong	 tendency	 to	 acquire	 electrons.	 If	 they	 are	 not	 already
released	in	negative	ionic	form,	they	can	be	ionized	later	in	the	plume.
In	 more	 general	 terms,	 industrial	 plants	 tend	 to	 eject	 ‘electron-
capturing’	particles	and	free	radicals	(oxidants)	into	the	atmosphere.

	
That’s	probably	the	reason	why	industrial	plumes	have	been	found

to	hold	a	negative	electric	charge.	 [306]	Plumes	could	 therefore	act	as
electric	attractors	for	meteor	discharges	and	possibly	meteor/meteorite
impacts.	 They	 literally	 behave	 like	 lightning	 rods	 because	 they	 are
high	up	in	the	sky	and	they	hold	an	electric	charge	opposite	to	that	of
the	 space	 rocks.	 This	 explanation	 may	 account	 for	 some	 of	 the
explosions	 and	 fires	 listed	 in	 the	 table	 above,	 particularly	 where
lightning	and/or	sonic	booms	were	reported	by	witnesses.
	



Figure	86:	Charge	separation	in	the	plume	of	a	nuclear	plant.	(©

Sott.net)

	
Nuclear	 plants	 exhibit	 similar	 properties.	 They	 emit	 ionizing

radiation	 which	 ‘scrape	 away’	 electrons	 from	 molecules,	 creating
positive	and	negative	ions.	 [307]	In	the	conductive	plume,	the	negative
ions	are	attracted	to	 the	top	of	 the	plume	by	the	positive	ionosphere,
while	the	positive	ions	are	attracted	to	the	bottom	of	the	plume	by	the
Earth’s	negative	surface.
	
The	 fact	 that	 nuclear	 plant	 plumes	 are	mostly	 composed	 of	water

vapor,	a	good	electric	conductor,	eases	the	ionic	movement	described
above	and	 the	upward	 flow	of	 free	electrons	 from	 the	ground	 to	 the
top	of	the	plume.
	
On	April	18th,	2013	the	LaSalle	nuclear	plant	in	Illinois	experienced



an	unusual	 incident:	 two	of	 its	 reactors	 shut	down	and	a	 radioactive
venting	procedure	was	carried	out	when	it	was	struck	by	lightning.	[308]
However,	 from	 1992	 to	 2003,	 U.S.	 nuclear	 plants	 were	 struck	 by
lightning	 66	 times,	 yet	 none	 of	 those	 strikes	 caused	 equipment
damage	or	radioactive	leakage.	[309]
	

Figure	87:	Lightning	strike	on	the	cooling	tower	of	Salem	nuclear

plant	(19	August	2011).	(©	Adapted	from	‘Eagle	9359’-Flickr).	The

contours	of	the	cooling	tower	have	been	enhanced	for	better

clarity.

	
So,	what	really	happened	in	LaSalle?	Was	the	accident	simply	due

to	 an	 insulator	 defect,	 as	 claimed	 by	 the	 U.S.	 Nuclear	 Regulatory
Commission	 (NRC),	 [310]	 or	 was	 the	 source	 of	 this	 ‘lightning’
something	out	of	the	ordinary?	Nuclear	plants	are	very	well	protected
with	 lightning	 prevention	 equipment,	 [311]	 but	 cometary	 discharges
exhibit	 two	major	 differences	when	 compared	 to	 ‘normal’	 lightning
bolts:	 their	 polarity	 is	 reversed	 [312]	 and	 their	 intensity	 can	 be	much
higher.	The	steady	increase	in	cometary	activity	may	cause	more	such



events	in	the	near	future.
	

Space-bound	bio-hazard

Actual	 impacts,	 overhead	 explosions	 and	 their	 associated
shockwaves	and	electric	discharges	are	not	the	only	threats	posed	by
earthbound	asteroids.	Ironically,	some	of	the	most	deleterious	effects
of	 comets	might	well	 be	 those	 least	 reported	 and	 least	 studied.	Fred
Hoyle	and	Chandra	Wickramasinghe	have	shown	how	viruses	can	be
spread	 in	 the	 Earth’s	 atmosphere	 by	 dust	 in	 the	 debris	 stream	 of
comets.	 [313]	 When	 Earth	 passes	 through	 this	 stream,	 the	 dust	 and
viruses	 enter	 the	upper	parts	 of	 our	 atmosphere,	 [314]	where	 they	 can
remain	suspended	for	years	until	gravity	finally	pulls	them	down.	[315]
	

Figure	88:	Electron	microscope	image	showing	a	fossilized	diatom



embedded	in	a	meteoric	rock.	(©	Wales	News	Service)

	
Microbes	can	also	be	brought	by	meteorites	directly	to	Earth’s

surface.	 That’s	 the	 conclusion	 of	 the	 same	 Professor	 Chandra
Wickramasinghe,	 who	 published	 a	 paper	 showing	 the	 presence	 of
fused	 fossilized	 microorganisms	 in	 a	 meteorite	 that	 recently	 hit	 the
ground.	 [316]	Wickramasinghe	conducted	extensive	tests	that	ruled	out
any	possibility	of	terrestrial	contamination.
	
A	cosmic	origin	for	some	microbes	may	explain	why	so	many	new

viruses	 emerge	 in	 Asia.	 The	 Earth’s	 atmosphere	 is	 thinnest	 at	 the
Himalayas	 and	 its	 surrounding	 region,	 [317]	 therefore	 ‘drop-downs’
should	take	less	 time	there.	It	might	also	explain	why	new	strains	of
viruses	usually	affect	birds	 first,	 as	we	 see	with	 the	numerous	avian
flus.	[318]	During	their	drop-down,	microbes	are	first	present	in	the	sky,
where	 they	 can	 contaminate	 birds	 before	 eventually	 reaching	 the
ground.	 Virus-carrying	 meteoric	 material	 might	 also	 explain	 why
Justinian’s	plague	 [319]	began	just	four	years	after	a	theorized	massive
overhead	cometary	explosion	in	536	AD,	that	produced	an	18-month
long	dust	veil,	[320]	and	why	the	Black	Death	in	1347	was	preceded	by
intense	cometary	activity.	[321]
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CHAPTER	 22:	 THE	 SLOWDOWN	OF
THE	EARTH
	

As	explained	 in	Part	 I,	 the	 spin	of	 stars	 and	planets	 is	 electrically
driven.	 The	 Earth	 is	 no	 exception.	 It	 functions	 as	 a	 rotor	 (with	 its
negative	 charge)	 driven	 by	 a	 stator	 (the	 ionosphere	 –	 which	 is
positively	 charged,	 relative	 to	 the	 planet).	 The	 ionosphere,	 [322]	 or
more	 exactly	 the	magnetosphere,	 acts	 as	 a	 stator	 (as	 in	 ‘stationary’)
because	of	its	strong	asymmetry,	as	depicted	in	figure	89.
	

Figure	89:	Artist’s	rendition	of	the	Earth’s	magnetosphere.

	
Indeed,	 whereas	 the	 dayside	 of	 the	 magnetosphere	 extends	 only

65,000	km	away	from	Earth,	 [323]	on	the	nightside,	the	magnetic	field
in	 the	 magnetotail	 (the	 tail	 of	 the	 magnetosphere)	 extends	 over



6,300,000	km	[324].	The	highly	asymmetric	shape	of	the	magnetosphere
keeps	 its	 grand	 axis	 ‘locked’	 in	 line	 with	 the	 direction	 of	 the	 solar
wind;	 hence	 Earth’s	magnetotail	 being	 fixed	 on	 its	 nightside	 as	 the
planet	spins	in	its	orbit	around	the	Sun.

	
Figure	90	shows	 the	electromotive	 force	 (F	–	green	arrow)	which,

as	 you’ll	 recall	 from	 Chapter	 12,	 is	 the	 ‘Lorentz	 force’,	 and	 is
proportional	 to	 the	 vertical	 atmospheric	 current	 (I	 –	 red	 arrow).
Therefore,	the	Earth’s	rate	of	rotation	is	proportional	to	the	intensity
of	 the	 electric	 current	 between	 the	 ionosphere	 and	 the	 planet	 itself.
Consequently,	a	decrease	 in	 this	current	 intensity	 leads	 to	a	decrease
in	 the	 Lorentz	 force	 and	 therefore	 a	 decrease	 in	 the	 Earth’s	 rate	 of
rotation.	Thus,	 the	ongoing	decrease	 in	 solar	 activity	 should	cause	a
slowdown,	however	small,	in	the	planet’s	rotation.
	

Figure	90:	The	electrically	driven	Earth’s	spin.	(©	Sott.net)

	
In	1979,	Robert	G.	Curie	confirmed	that	Earth’s	spin	was	linked	to



solar	activity	and	concluded	that	the	‘solar	sunspot	cycle	in	Earth	has
been	 detected.’	 [325]	 Figure	 91	 shows	 the	 correlation	 between	 the
Earth’s	rotation	cycle	and	the	11-year	solar	activity	cycle.
	

Figure	91:	Coherency	level	between	the	Earth’s	rotation	cycle	and

the	solar	cycle.	The	variation	in	Earth’s	rotation	follows	a	10.7-

year	cycle	similar	to	the	Sun’s	cycle.	(©Curie)

	
A	higher	concentration	of	cometary	dust	in	the	atmosphere	[326]	may

also	contribute	to	the	Earth’s	slowdown	by	increasing	the	drag	exerted
by	the	atmosphere	over	the	planet,	i.e.	the	drag	between	the	stator	and
the	rotor.
	
Here	 we	 are	 not	 so	 much	 talking	 about	 mechanical	 drag	 per	 se

(friction,	for	example)	as	about	electrical	drag.	When	dust	is	present,
the	 small	 atmospheric	 ions	 attach	 to	 these	 relatively	 large	 dust
particles	 and	 lose	 mobility.	 [327]	 In	 addition,	 because	 of	 the
atmospheric	vertical	electric	field,	these	now	charged	particles	tend	to
be	 polarized	 and	 align	 themselves	 with	 the	 vertical	 atmospheric	 E-
field.	[328]	Their	positive	side	points	down	towards	the	Earth’s	negative
surface	 and	 their	 negative	 side	 points	 upwards	 towards	 the	 positive
ionosphere,	as	depicted	in	figure	92.
	



Figure	92:	Polarization	of	dust	particles	in	the	Earth’s

atmosphere.	(©	Sott.net)

	
If	 the	 Earth	was	 not	 spinning,	 opposite	 charges	would	 attract	 and

the	 polarized	 particles	 would	 stay	 perfectly	 aligned	 along	 the
atmospheric	E-field.	But	the	planet’s	spinning	disrupts	this	alignment
and	tends	to	disorganize	the	particles.	The	energy	necessary	to	induce
this	particle	agitation	is	equal	to	the	amount	of	kinetic	energy	lost	by
our	 planet,	 hence	 the	 contribution	 to	 the	 above-mentioned
infinitesimal	slowdown.	The	higher	the	electric	drag,	the	stronger	the
slowdown.

	
It’s	 conventionally	 thought	 that	 the	 Earth’s	 slowdown	 is	 due

exclusively	 to	 tidal	 effects	 [329]	 exerted	 by	 the	Moon	 on	 the	 planet’s
oceans.	 But	 if	 that	 is	 the	 case,	 how	 are	 we	 to	 reconcile	 it	 with	 the
concomitant	 slowing	down	of	 the	 rotation	of	other	planets	 including
Venus	[330]	and	Saturn	[331],	which	has	been	widely	acknowledged?
	



Interestingly,	 the	 Earth’s	 rotation	 is	 also	 slowing	 down,	 but
scientists	attribute	this	to	tidal	acceleration,	frictional	‘drag’	caused	by
the	 Moon’s	 gravitational	 pull.	 This	 explanation	 cannot	 apply	 to
Venus’	 slowing	 spin,	however,	because	Venus	has	no	moon	of	 its
own.	[332]

	
The	fact	that	Venus	is	also	slowing	down	suggests	that	the	Moon’s

tidal	 force,	 while	 being	 one	 possible	 contributing	 factor	 to	 Earth’s
slowdown,	 is	not	 the	sole	one.	In	addition,	 the	previously	mentioned
[333]	increased	eccentricity	of	the	Moon’s	orbit	should	lessen	the	tidal
force	 and,	 therefore,	 reduce	 the	 lunar	 influence	 on	 the	 Earth’s
slowdown.

	
The	fact	is,	the	concomitant	slowdown	of	Saturn,	Venus	and	Earth

is	consistent	with	the	Electric	Universe	hypothesis,	whereby	the	Sun’s
electric	activity	drives	 the	planets’	spin,	and	 therefore,	 reduced	solar
activity	 induces	 a	 slowdown	 of	 the	 planets	 in	 the	 solar	 system,
including	Venus,	Saturn	and	the	Earth.
	
That	 the	 speed	 of	 the	 planet’s	 rate	 of	 spin	 varies	 was	 first

established	 long	 ago	 [334]	 and	 several	 forces	 seem	 to	 be	 at	 work	 in
directing	 it.	 It’s	 interesting	 to	note,	however,	 that	data	for	 the	period
1960–2012	show	that	the	slowdown	in	the	rate	of	spin	is	not	constant.
Figure	93	shows	 the	deviation	between	 the	 ‘theoretical’	24-hour	day
length	 (represented	 by	 the	 horizontal	 yellow	 straight	 line),	 and	 the
actual	 measured	 day	 length	 (the	 green	 curve).	 As	 you	 can	 see,	 the
measured	day	 length	 (jagged	purple	 curve)	 throughout	 this	period	 is
longer	than	the	theoretical	day	length	by	up	to	four	milliseconds/day
(see	year	1971).	The	red	curve	shows	the	cumulative	time	difference
between	 the	 theoretical	 day	 duration	 and	 the	 observed	 day	 duration
(+25	seconds	between	1970	and	2010).

	
Notice	also	 that,	 since	2003,	 the	average	measured	day	 length	has



been	 getting	 longer	 (blue	 ascending	 line	 on	 the	 right	 of	 the	 chart),
from	an	average	of	+0.3	ms	per	day	in	2003	to	an	average	of	+1.0	ms
per	 day	 in	 2011.	 Since	 2003,	 the	 rate	 at	 which	 the	 Earth’s	 spin	 is
slowing	down	seems	to	be	increasing.
	

Figure	93:	Theoretical	day	length	vs.	observed	day	length.	(©

Sott.net,	adapted	from	U.S.	Naval	Observatory	data)

	
A	 lengthening	 of	 the	 day	 by	 one	millisecond	 per	 day	 leads	 to	 an

actual	year	that	is	0.365	seconds	longer	than	the	theoretical	one.	Some
adjustments	 are	 therefore	 required	 to	 avoid	 an	 ever-increasing	 drift
and	people	in	the	northern	hemisphere	eventually	having	to	celebrate
Christmas	in	the	middle	of	summer.	Since	1972,	an	extra	second,	also
known	as	a	leap	second,	has	been	added	about	once	a	year.	This	extra
second	was	initially	added	because	the	duration	of	one	mean	solar	day
is	 slightly	 longer	 than	 the	UTC	 [335]	day,	which	counts	24	hours,	 i.e.
86,400	SI	seconds.	 [336]	However,	the	Earth’s	slowdown	now	requires
the	addition	of	an	ever	greater	number	of	leap	seconds,	[337]	since	leap
seconds	 have	 to	 compensate	 not	 only	 for	 the	 UTC	 day	 –	 which	 is
already	 too	 short	 –	 but	 also	 for	 the	 fact	 that	 actual	 days	 are	 getting
longer	and	longer.



	
Another	 piece	 of	 evidence	 for	 the	 electrically	 driven	 spin	 of	 the

Earth	is	what	scientists	call	‘glitches’.	In	August	1972,	an	exceptional
solar	 outburst	 hit	 the	 Earth,	 provoking	 one	 such	 ‘glitch’:	 a	 sudden
variation	 in	 the	 length	of	 the	day.	 [338]	The	 electric	 disturbance	 from
the	solar	flare	affected	the	spin	of	the	Earth	such	that,	for	a	few	days,
it	 spun	 more	 slowly	 than	 usual.	 Because	 of	 its	 unusual	 power,	 the
solar	 outburst	 flooded	 the	 Earth’s	 double	 layer,	 diminishing	 its
effectiveness,	leading	to	a	reduced	Lorentz	force	and	the	subsequently
lowered	spin	rate.	[339]
	

Figure	94:	Change	of	slope	in	the	day-length	curve	after	the

massive	1972	solar	outburst.	(©	Dachille)

	
This	 last	 point	 might	 seem	 like	 a	 paradox	 since	 we’ve	 already

established	that	higher	solar	activity	 in	an	electric	model	would	 tend



to	 make	 Earth	 spin	 faster.	 This	 is	 true	 until	 the	 capacitor	 (Earth’s
surface	 ionosphere)	 reaches	 the	 ‘breakdown’	 voltage.	 Beyond	 this
point	 atmospheric	 discharges	 occur,	 the	 atmospheric	 electric	 field
drops	 and	 so	 does	 the	 subsequent	 Lorentz	 force,	 hence	 the	 lowered
spin	rate.

	
Note	 that	 a	 slowdown	 of	 the	 Earth,	 even	 if	 infinitesimal,	 [340]can

produce	 devastating	 effects,	 particularly	 earthquakes	 and	 volcanic
eruptions,	as	explained	by	Caltech	seismologist	Don	L.	Anderson:
	

There	 is	 an	 immense	 reservoir	 of	 energy	 stored	 in	 the	 Earth’s
rotation,	 so	any	change	 in	 the	 rotation	 rate	could	dump	an	enormous
amount	of	energy	in	the	crust	and	conceivably	trigger	earthquake[s]	in
regions	where	the	crust	has	already	been	stressed	to	its	breaking	point
…	Volcanoes	sense	pressure	changes	below	the	lithosphere;	when	the
pressure	 increases,	 so	 does	 their	 venting.	 In	 places	 like	 Japan	 and
Chile	we	know	that	earthquakes	and	volcanoes	are	intimately	related.
[341]

	
The	mainstream	media	and	mainstream	science	don’t	mention	any

possible	 adverse	 effect	 caused	 by	 this	 slowdown;	 they	 don’t	 even
mention	 the	 acceleration	 of	 the	 slowdown.	 But	 in	 the	 following
chapters,	we	will	see	how	an	infinitesimal	slowdown	of	the	Earth	may
be	responsible	 for	 inducing	effects	 that	are	not	exactly	negligible,	 to
understate	the	matter.
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CHAPTER	 23:	 EARTH	 ‘OPENING
UP’:	 EARTHQUAKES,	 ERUPTIONS
AND	SINKHOLES
	

Figure	95	shows	the	Earth	and	some	of	the	effects	we	might	expect
from	reduced	spin.	On	the	left,	the	planet	is	represented	with	a	normal
rate	 of	 rotation.	 Note	 that	 it’s	 slightly	 broader	 at	 the	 level	 of	 the
equator	 (ellipsoidal	 shape)	 because	 of	 the	 centrifugal	 force.	 On	 the
right,	Earth	is	depicted	with	a	reduced	rate	of	rotation.	This	slowdown
induces	 a	 decrease	 in	 centrifugal	 force,	which	 results	 in	mechanical
stress	 exerted	on	 the	 lithosphere	 (Earth’s	 crust).	Compression	 forces
(red	 arrows)	 occur	 at	 low	 latitudes,	 while	 extension	 forces	 (green
arrows)	 occur	 at	 higher	 latitudes.	 Thus,	 the	 planet	 is	 deformed:	 its
shape	 becomes	 less	 ellipsoidal	 and	more	 spheroidal.	Of	 course,	 this
deformation	 has	 been	 exaggerated	 here	 (oval	 shape	 on	 the	 left	 vs.
circular	shape	on	the	right)	in	order	to	make	the	effect	more	visually
apparent.
	

Figure	95:	Effects	of	the	Earth’s	slowdown	(tension,	compression

and	shape).	(©	Sott.net)



	
We’ve	already	seen	how	reduced	solar	activity	decreases	the	Earth’s

surface-core	E-field.	[342]	This	electric	field	acts	as	a	powerful	‘binder’
of	the	planet,	with	the	(relatively)	negative	surface	being	attracted	to
the	 (relatively)	 positive	 core	 and	 therefore	 literally	 pulling	 the
surface	and	core	together.	Reduced	binding	means	a	‘looser’	planet
with	its	‘parts’	not	as	tightly	held	together.

	
To	 illustrate	 this,	 let’s	 use	 a	 simple	 example.	 Imagine	 an

electromagnet	 (magnet	 powered	 by	 electricity)	 on	 which	 you	 drop
various	parts	of	steel:	washers,	nuts,	filings…	All	this	steel	material	of
various	 size	 and	 shape	will	 stick	 strongly	 to	 the	magnet	 and	 form	 a
relatively	 coherent	 strong	 coat.	 Now,	 imagine	 you	 switch	 off	 your
magnet.	All	 of	 the	 steel	will	 suddenly	 become	 loose,	 the	 individual
parts	free	to	move	in	any	direction,	not	held	together	any	more,	losing
their	coherency	and	bonds.	That’s	what	happens	to	some	extent	to	the
Earth’s	 crust	 when	 solar	 activity	 drops:	 the	 heterogeneous	 parts
constituting	the	crust	(soil,	rocks,	mountains,	continental	plates…)	are
not	 tightly	 bound	 together	 anymore	 and	 become	 free	 to	move	 away
from	each	other.
	

Figure	96:	The	magnet	attracts,	holds	and	binds	together	the



otherwise	loose	and	incoherent	iron	filings

	
These	two	factors	mentioned	above	–	the	Earth’s	slowdown	and	the

reduced	 surface-core	 E-field	 –	 work	 together	 to	 trigger	 a	 literal
‘opening	 up’	 of	 the	 planet,	 which	 in	 turn	 might	 be	 the	 cause	 for
several	 earthly	 effects	 that	 have	 recently	 begun	 to	 happen	 or	 have
increased	 in	 frequency	 i.e.	 formation	 of	 new	 islands,	 new	 geysers,
sinkholes,	vents	and	rifts,	landslides,	etc.
	
Below,	we	will	focus	on	a	few	effects	induced	by	the	‘opening-up’:

first,	 macro	 effects	 that	 are	 earthquakes	 and	 volcanic	 eruptions	 and
then	a	more	localized	effect,	namely	sinkholes.
	

Earthquakes	and	volcanic	eruptions

Figure	 97	 shows	 the	 annual	 frequency	of	 earthquakes	 [343]	 (orange
curve)	registering	a	magnitude	of	6.0	or	higher,	and	the	yearly	number
of	volcanic	eruptions	[344]	(blue	curve)	worldwide.

	
From	 1973	 to	 1996,	 earthquake	 and	 eruption	 frequencies	 were

almost	stable,	 increasing	only	slightly	year	after	year,	but	from	1996
onwards,	 an	 acceleration	 is	 noticeable.	 Volcanic	 eruptions	 show	 an
increase	from	about	59	eruptions	per	year	at	 the	end	of	 the	1990s	 to
roughly	75	eruptions	per	year	in	the	period	2007–2010	(+30%).
	



Figure	97:	Number	of	earthquakes	(orange	curve)	and	number	of

volcanic	eruptions	(blue	curve)	over	the	period	1973–2011.	(©

Sott.net)

	
Today,	 the	 increase	 in	 volcanic	 activity	 has	 reached	 such	 a	 level

that,	by	late	November	2013,	35	volcanoes	were	actively	erupting	[345],
including	volcanoes	that	had	been	dormant	for	decades.	[346]
	



Figure	98:	The	Pacific	Ring	of	Fire	(©	MSNBC)

	
It	 could	 be	 argued	 that	 the	 increase	 in	 both	 the	 frequency	 and

intensity	 of	 earthquakes	 and	 volcanic	 eruptions	 is,	 at	 least	 partly,	 a
result	of	the	slowdown	and	‘opening	up’	processes:
	
1.	 The	 Earth’s	 minute	 slowdown	 exerts	 mechanical	 stress	 on	 the

crust	 (compression	 at	 low	 latitudes	 and	 extension	 at	 high	 latitude).
This	 stress	 deforms	 the	 crust.	 This	 deformation	 is	more	 pronounced
and	can	even	lead	to	partial	ruptures	around	the	weakest	spots	of	the
crust,	 i.e.	 the	 fault	 lines	 (boundaries	 between	 tectonic	 plates)	which
are	the	typical	location	of	seismic	and	volcanic	activity.
	
2.	The	mantle	has	a	higher	density	than	the	crust	[347]	and,	therefore,

it	 also	 has	 a	 higher	momentum	 and	won’t	 slow	down	 as	 fast	 as	 the
crust.	This	difference	 in	rotation	between	the	crust	and	 the	mantle	 is
called	 crustal	 slippage.	 The	 fluidity	 of	 the	 mantle	 enables	 slippage
induced	by	the	different	momentum	carried	by	the	crust,	[348]	the	upper
mantle	 and	 the	 core.	 This	 speed	 difference	 can	 cause	 friction	 at	 the
interface	 between	 the	 crust	 and	 the	mantle.	This	 friction	 can	 locally
deform	the	crust	and	cause	earthquakes	and	eruptions.	[349]
	

[Change]	 in	Earth’s	speed	of	 rotation	would	 induce	changes	 in	 the
magma	 tide	 as	 it	 adjusted	 to	 the	 new	 equator	 or	 altered	 rotational
speed.	 Such	 changes,	 however,	 might	 not	 be	 uniform	 throughout,



owing	 to	 a	 ‘drag’	 factor	 deep	 in	 the	magma	 itself,	 although,	 overall,
they	 would	 certainly	 impose	 terrible	 strains	 on	 the	 lithosphere
generally.	[350]

	
3.	 The	 decrease	 in	 the	 surface–core	 E-field	 reduces	 the	 binding

force	and	loosens	the	tectonic	plates	relative	to	each	other.	The	plates
are	 then	 free	 to	move	 relative	 to	 each	 other.	 It	 is	 this	 very	 relative
movement	 (divergence,	 convergence	 or	 sliding)	which	 is	 one	 of	 the
main	causes	for	earthquakes	and	volcanic	eruptions.

	
4.	A	final	 factor	 involved	 in	earthquakes	and	volcanic	eruptions	 is

electromagnetism:
	

“Some	 scientists	 have	 become	 aware	 of	 a	 correlation	 between
sunspots	and	earthquakes	and	want	to	use	sunspot	data	to	help	predict
earthquakes.	The	theory	is	that	an	intensification	of	the	magnetic	field
can	 cause	 changes	 in	 the	 geosphere	 [i.e.	 crust].	 NASA	 and	 the
European	Geosciences	Union	have	already	put	their	stamp	of	approval
on	the	sunspot	hypothesis,	which	suggests	 that	certain	changes	 in	 the
SunEarth	 environment	 affect	 the	 magnetic	 field	 of	 the	 Earth,	 which
can	then	trigger	earthquakes	in	areas	prone	to	them.	It	is	not	clear	how
such	a	trigger	might	work.”	[351]

	



Figure	99:	Types	of	tectonic	plate	movement	and	subsequent	seismic

and	volcanic	activity	(©	age-of-the-sage.org)

	
As	a	matter	of	fact,	several	strange	earthquake	precursors	have	been

noted	 for	 decades:	 low	 frequency	 electromagnetic	 emission,	 [352]
magnetic	field	anomalies,	earthquake	lights	from	ridges	and	mountain
tops,	 temperature	 anomalies	 over	 wide	 areas	 as	 seen	 in	 satellite
images,	and	changes	in	the	plasma	density	of	the	ionosphere.	[353]
	
The	problem	with	the	electric	nature	of	earthquakes	is	that	rocks	are

very	 poor	 electric	 conductors.	 So	 how	 could	 such	 poor	 conductors
manifest	any	electromagnetic	phenomenon?

	
NASA	 senior	 researcher	 Friedemann	 T.	 Freund	 has	 shown	 that

rocks	 are,	 in	 fact,	 not	 always	 poor	 conductors.	 When	 subjected	 to
mechanical	 shocks	 or	 mechanical	 stress,	 the	 conductivity	 of	 rocks
increases	 dramatically	 and	 they	 suddenly	 become	 very	 good
conductors:
	

…	igneous	and	metamorphic	rocks,	which	make	up	a	major	portion
of	 the	 Earth’s	 crust,	 contain	 electric	 charge	 carriers,	 which	 have
been	 overlooked	 in	 the	 past.	 These	 charge	 carriers	 are	 defect
electrons	 in	 the	 valence	 band,	 i.e.,	 positive	 holes.	 Under	 normal
conditions	they	are	dormant,	but	when	they	‘wake	up’,	 the	rocks
begin	to	sparkle	and	glow.	[354]

	
Figure	100	shows	the	behavior	of	a	sample	of	rock	(granite	–	purple

rectangle)	subjected	to	a	mechanical	shock	(‘impact’	–	yellow	arrow,
yellow	vertical	line).	Electric	current	(blue	curve)	is	measured	through
a	top	electrode	(red	rectangle)	and	three	coils	(orange,	green	and	blue
rectangles).
	



Figure	100:	Electric	effects	of	a	mechanical	impact	on	granite

recorded	by	means	of	three	magnetic	pick-up	coils	and	one	electrode

(©	Sott.net,	adapted	from	F.T.	Freund)

	
Before	 the	 impact,	 the	 electrode	 and	 the	 three	 coils	 return	 a	 zero

signal.	No	 electric	 current	 occurs	within	 the	 rocks.	After	 the	 impact
(about	 50	 microseconds	 later),	 the	 granite	 sample	 starts	 to	 conduct
electricity.	All	three	coils	and	the	top	electrode	detect	a	sudden	surge
in	electric	current	traversing	the	rock.

	
So,	 most	 of	 the	 Earth’s	 crust	 can	 become	 highly	 conductive	 if

subjected	 to	mechanical	 stress/shock,	 for	 example	 the	 type	 of	 stress
due	 to	 the	 slowing	 down	 and	 opening	 up	 of	 the	 Earth’s	 lithosphere
described	above.	When	high	conductivity	is	reached,	electric	current
can	occur	between	ground	regions	of	different	electric	potential.	 [355]
This	current	is	fed,	among	other	factors,	by	the	change	in	surface-core
E-field	mentioned	previously.
	
At	 this	 point	 a	 second	 phenomenon	 called	 piezo	 electricity	might

itervene.	Some	crystals,	in	particular	quartz,	which	is	very	frequent	in
granite	 rocks,	 [356]	will	 deform	 if	 subjected	 to	 electric	 current	 (that’s
almost	 the	 reverse	 of	 the	 above	 described	 phenomenon,	 where



mechanical	deformation	triggers	electric	currents).
	

One	 could	 thus	 hypothesize	 that	 earthquakes	 are	 not	 unlike
underground	 lightning.	 Earthquakes	 being	 to	 underground	 electric
phenomenon	what	lightning	is	to	atmospheric	electric	phenomenon:	a
simple	 charge	 rebalancing	 process	 generating	 some	mechanical	 side
effects:	 air	waves	 (thunder)	 for	 lightning	 and	 crustal	waves	 (seismic
tremors)	for	earthquakes.
	



Figure	101:	Hypothesized	mechanisms	through	which	a	reduced	solar

activity	can	increase	earthquakes	and	volcanic	eruptions	(©

sott.net)

	
Figure	 100	 shows	 how	 those	 various	 phenomena,	 all	 being

consequences	of	reduced	solar	activity,	might	 interact	and	contribute
to	earthquakes	and	volcanic	eruptions.
	

Sinkholes

Along	with	earthquakes	and	volcanic	eruptions,	sinkholes	could	be
another	 consequence	 of	 the	 Earth’s	 ‘opening	 up’	 phenomenon.
Sinkholes	are	conventionally	defined	as	follows:
	

A	sinkhole	is	basically	any	collapsed	or	bowl-shaped	feature	that’s
formed	when	a	void	under	the	ground	creates	a	depression	into	which
everything	around	it	drains.	[357]

	
Sinkholes	come	in	all	kinds	of	shapes	and	sizes.	Their	volume	can

vary	from	a	few	liters	to	about	100	million	cubic	meters.



	

Figure	102:	Xiaozhai	Tiankeng,	the	largest	sinkhole	in	the	world.

(©	Public	domain)

	
The	 largest	 sinkhole	 in	 the	 world	 is	 the	 Xiaozhai	 Tiankeng,	 [358]

located	in	China.	It	is	up	to	662	meters	deep	and	its	volume	exceeds
119	million	cubic	meters.	It	has	been	well	known	to	local	inhabitants
of	 the	area	since	ancient	 times.	 [359]	The	Devil’s	Millhopper	sinkhole
(Florida),	which	formed	nearly	20,000	years	ago,	 [360]	is	another	large
one,	 and	 the	 Sima	 de	 las	 Cotorras	 sinkhole	 [361]	 (Chiapas,	 Mexico)
even	displays	ancient	cave-type	rock	paintings,	a	 living	testimony	of
its	venerable	age.

	
Indeed,	 sinkholes	 are	 not	 a	 new	 phenomenon;	 they	 have

conventionally	 been	 studied	 as	 old	 geological	 formations,	 often
having	their	own	names,	and	are	usually	filled	with	water	because	of
years	of	exposure	to	rainfall	and/or	underground	water.
	



Figure	103:	Cave-type	painting	on	a	cliff	of	the	Sima	de	las

Cotorras	sinkhole	(©	Mayantravelguide.com)

	
Since	most	 ‘old’	 sinkholes	 are	 located	 in	 rural	 areas	 and/or	 rocky

terrain,	 human	 industrial	 causes	 can	 be	 excluded.	 The	 progressive
dissolution	 [362]	of	 the	underground	 rock	as	 the	most	 likely	cause	 for
the	majority	of	old	sinkholes	can	stand	uncontested	for	the	most	part.
	
However,	 this	 ‘landscape’	began	 to	 change	 recently,	 around	2004,

with	what	appears	to	be	one	of	the	first	modern	reports	concerning	the
sudden	appearance	of	a	new	generation	of	sinkholes:
	

To	 folks	 around	Wildwood,	 it	 is	 nothing	 but	 freaky:	 an	 entire	 23-
acre	lake	vanished	in	a	matter	of	days,	as	 if	someone	pulled	the	plug
on	 a	 bathtub.	 Lake	 Chesterfield	 went	 down	 a	 sinkhole	 this	 week,
leaving	 homeowners	 in	 this	 affluent	 St.	 Louis	 suburb	 wondering	 if
their	property	values	disappeared	along	with	their	lakeside	views.	[363]

	
Looking	back	through	reports	over	 the	 last	 ten	years,	 it	seems	that

the	 appearance	 of	 new	 sinkholes	 accelerated	 in	 2007	 when	 a	 giant
sinkhole	 opened	 up	 in	 Guatemala	 City.	 [364]	 A	 second	monster	 hole
appeared	in	2010	(figure	104).
	



Figure	104:	Picture	of	the	giant	sinkhole	that	opened	up	in

Guatemala	City,	swallowing	an	intersection	and	a	3-story	building

on	May	30th,	2010.	(©	Reuters/Daniel	LeClair)

	
The	 frequency	 of	 sinkholes	 over	 the	 last	 three	 or	 four	 years	 has

increased	to	the	point	that	people	are	being	unexpectedly	‘swallowed’
and	even	killed	in	urban	areas.	[365]	Homes	and	vehicles	have	also	been
gobbled	up	in	ever-larger	numbers.	[366]	An	increasingly	wide	range	of
explanations	 for	 this	 startling	 phenomenon	 has	 been	 put	 forward	 by
experts,	 including	manmade	 factors	 such	 as	 damage	 to	 underground
water	 pipes	 or	 sewer	 collapse	 [367]	 leading	 to	 the	 dissolution	 of
underground	rock,	the	depletion	of	aquifers	due	to	fracking,	[368]	loose
soil	 as	 a	 result	 of	 flooding	 (that	 is	 in	 turn	 invariably	 attributed	 to
‘manmade	 global	 warming’),	 hastily	 or	 improperly	 constructed
buildings	 or	 infrastructure,	 abandoned	 coal	 mines,	 heavy	 rain
following	severe	drought	[369]	and	so	on.

	
While	 some	 sinkholes	may	 indeed	be	due	 to	 the	 above-mentioned

causes,	 how	 is	 it	 possible	 to	 explain	 the	 overall,	 sudden	 global



increase	 in	 newly	 formed	 sinkholes?	 Is	 rock	 suddenly	 dissolving
faster?	 [370]	 Have	 sewers	 all	 of	 a	 sudden	 decided	 to	 collapse	 at	 the
same	time	in	widely	divergent	locations?	Even	‘fracking’,	which	has
been	pushed	strongly	in	the	U.S.	in	recent	years,	can’t	account	for	all
the	new	sinkholes,	especially	those	that	have	appeared	where	fracking
isn’t	practiced.
	
Notice	 that	 most	 causes	 mentioned	 above	 are	 based	 on	 rock

dissolution,	 but	 only	 three	 common	 rocks	 are	water	 soluble,	 namely
rock-salt,	gypsum	and	limestone.	Therefore,	dissolution	can’t	explain
sinkholes	 that	 suddenly	 appear	 in	non-soluble	 rocks	 like	granite,	 for
example.
	

Figure	105:	Harrisburg’s	sinkhole	map.	(©	New	York	Daily	News)

	
The	 formation	 of	 new	 sinkholes,	 which	 were	 almost	 unheard	 of

before	2004,	[371]	has	become	so	common	that	they	are	being	reported
on	 an	 almost	 daily	 basis	 [372].	 An	 extraordinary	 outbreak	 of	 41
sinkholes	in	the	town	of	Harrisburg	(see	figure	105),	[373]	Pennsylvania
[374]	 in	early	2013	was	matched	by	a	similar	outbreak	 in	 the	Russian
city	 of	 Samara	 just	 two	 months	 later,	 when	 dozens	 of	 sinkholes



suddenly	 opened	 in	 a	 matter	 of	 few	 weeks,	 swallowing	 vehicles	 as
they	crossed	busy	intersections.	[375]
	
In	 the	 state	 of	 Alabama	 alone	 more	 than	 6,000	 known	 sinkholes

have	been	identified	[376]	(see	figure	106).
	

Figure	106:	The	red	dots	on	this	map	show	thousands	of	known

sinkholes	in	Alabama.	(©	WSFA)

	
In	Missouri,	 the	USGS	listed	hundreds	of	sinkholes,	most	of	 them

having	appeared	recently:
	



Figure	107:	Missouri	sinkhole	map	-	2007	(©	USGS)

	
Unfortunately,	 no	 single	 source	 extensively	 lists	 the	 thousands	 of

sinkholes	that	have	appeared	around	the	world	over	the	last	few	years.
As	with	the	other	phenomena	we’re	looking	at	here,	as	a	general	rule,
the	 mainstream	 media	 downplay	 and	 ‘normalize’	 the	 phenomenon,
presenting	it	as	harmless,	mostly	manmade	and	common.
	
New	sinkholes	have	 increased	not	 only	 in	number,	 but	 in	 severity

too.	 If	 ten	 years	 ago	 you	 were	 told	 that	 a	 sinkhole	 had	 literally
swallowed	 human	 beings	 alive	 [377],	 you	 would	 probably	 have
dismissed	it	as	the	plot	from	a	bad	horror	movie.	Well,	that	is	today’s
reality.	 In	 the	 last	 few	 years,	 over	 20	 individuals	 have	 experienced



‘death	by	sinkhole’.	[378]
	
Since	 none	 of	 the	 invoked	 causes	 can	 explain	 the	 sudden

appearance	of	so	many	new	sinkholes	in	so	many	different	locations,
we’re	 left	 to	 consider	 that	 some	new	 factor	must	underpin	 the	 sharp
increase.	 If	makes	us	wonder	 if	 the	 ‘opening	up’	of	 the	Earth	 is	not
this	 new	 factor.	 Interestingly,	 the	 previously	 mentioned	 Guatemala
sinkhole	 appeared	 at	 the	 same	 time	 as	 the	 massive	 eruption	 of	 the
Pacaya	 volcano	 [379]	 located	 just	 30	miles	 south	 of	 Guatemala	 City,
suggesting	 a	 correlation	 between	 volcanic	 activity	 and	 sinkhole
formation,	as	posited	by	our	Earth	‘opening	up’	hypothesis.
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CHAPTER	24:	GLOBAL	COOLING
	

Evidence

According	 to	 Official	 Science,	 Earth	 is	 currently	 suffering	 from
‘anthropogenic	 global	 warming’.	 Human	 activity,	 however,
contributes	just	5%	of	atmospheric	emissions	of	CO2	[380],	and	CO2	is
only	a	minor	contributor	(3%)	to	greenhouse	gas	emissions.	[381]	5%	of
3%	 means	 that	 manmade	 CO2	 accounts	 for	 just	 0.15%	 of	 the
‘greenhouse	 effect’.	 By	 comparison,	 water	 vapor	 –	 itself	 also	 of
natural	 origin	 –	 accounts	 for	 a	 whopping	 95%	 of	 the	 greenhouse
effect.	[382]
	
Climate	change	propaganda	aside,	 it’s	 clear	 that	by	 the	end	of	 the

20th	century,	the	‘warming’	data	that	global	warming	climatologists
had	 been	 using	 to	 advance	 their	 thesis	 had	 given	 way	 to	 lower
average	 temperatures,	 and	 that	 this	 cooling	 (like	 the	warming	 that
preceded	 it)	 is	 not	 of	 human	 but	 cosmic	 origin.	 If,	 as	 claimed	 by
proponents	of	anthropogenic	global	warming,	human	carbon	dioxide
emissions	are	the	main	cause	of	recent	warming	on	Earth,	how	could
that	explain	why	other	planets	in	our	solar	system	have	been	warming
up	too?	Over	the	last	50	years	or	so,	Earth’s	average	temperature	has,
by	 some	 accounts,	 risen	 about	 one	 degree.	 During	 this	 same	 time
period,	global	warming	has	been	observed	on	Mars,	[383]	Neptune,	[384]
and	Pluto.	[385]	Is	this	just	coincidence?
	
Figure	108	shows	IPCC	 [386]	temperature	predictions	(orange	curve,

red	 curve,	 blue	 curve	 and	 green	 curve)	 compared	 to	 the	 observed
temperatures	 (black	 smoothed	 curve	 and	 pink	 jagged	 curve).	Notice



that	 the	 surface	warming	 (Y	 axis)	 represents	 the	 deviation	 from	 the
average	global	temperature	over	the	period	1960–1990.	For	example,
the	 measured	 temperature	 for	 1998	 (pink	 plot)	 was	 0.55	 degrees
higher	than	the	1960–1990	average.	In	2011	it	was	only	0.35	degrees
warmer.	 This	 means	 that	 between	 1998	 and	 2011,	 the	 average
temperature	 dropped	 by	 0.2	 degrees	 according	 to	 the	 very	 data
provided	by	the	IPCC.	How’s	that	for	“hiding	the	decline”?	[387]
	

Figure	108:	Warming	as	predicted	by	the	IPCC	vs.	observed	cooling.

(©	IPCC)

	
While	 all	 IPCC	models	 predicted	 a	 strong	 and	 steady	 increase	 in

temperature	 (about	 one	 degree	 in	 40	 years),	 measurements	 actually
show	 that,	 since	 the	 1998	 maximum,	 observed	 temperatures	 have
been	 consistently	 lower	 than	 predicted.	 The	 black	 curve,	 which
displays	 the	 3-year	 average	 observed	 temperature,	 reveals	 a	 steady



cooling	since	at	least	2003,	over	10	years	ago.	This	overall	downward
trend	 was	 reluctantly	 and	 partly	 acknowledged	 by	 the	 IPCC	 in	 its
September	2013	Fifth	Assessment	Report.	[388]
	
As	mentioned	 previously,	 [389]	 the	 current	 solar	 cycle,	 SC24,	 took

unusually	long	to	start	and	didn’t	reach	a	clear	maximum,	exhibiting	a
double	 peak,	which	 is	 an	 unusual	 feature.	 In	 addition,	 SC24	 passed
through	its	maximum	at	the	beginning	of	2014.	[390]	The	Sun’s	activity
has	now	begun	 to	drop	even	more.	The	observed	average	maximum
for	 SC24	 is	 below	 70,	 [391]	 making	 SC24	 the	 weakest	 cycle	 since
SC14,	which	displayed	a	maximum	of	64	in	February	1906.	[392]	SC14
lasted	 from	 1902	 to	 1913,	 some	 of	 the	 coldest	 years	 of	 the	 20th
century.
	

Figure	109:	Average	annual	global	surface	temperature	and	SC14	(©

Sott.net	adapted	from	Goddard	Institute	for	Space	Studies)

	
Before	 SC14	 there	 was	 another	 recorded	 drastic	 drop	 in	 solar

activity	and	temperatures,	known	as	the	‘Maunder	[393]	Minimum’,	[394]



a	 70-year	 period	 that	 began	 around	 1645,	 during	 which	 sunspots
virtually	vanished	from	the	Sun’s	surface.
	

Figure	110:	Solar	activity	during	the	Maunder	Minimum.	(©Source:

Wikimedia	Commons/Global	Warming	Art.)

	
Although	official	observation	and	recording	of	sunspots	only	began

in	1760	(see	 the	blue	curve	 in	 figure	110),	 the	 low	sunspot	numbers
characterizing	 the	 Maunder	 Minimum	 were	 not	 due	 to	 a	 lack	 of
observations	 since	 astronomers	 Cassini,	 de	 La	 Hire,	 Hevelius	 and
Picard	 [395]	were	 already	 conducting	 systematic	 solar	 observations	 at
the	 time	 (see	 red	 dots	 in	 figure	 110).	 The	 low	 sunspot	 number	was
simply	due	to	the	low	number	of	sunspots	actually	occurring.
	
One	 positive	 consequence	 of	 the	 ‘Little	 Ice	 Age’,	 which	 in	 its

broadest	 extent	 lasted	 from	 about	 1350	 to	 about	 1850,	 was	 the
exceptional	quality	of	Stradivarius	violins,	which	were	made	of	wood
that	 grew	 during	 this	 cold	 period.	 Because	 of	 the	 biting	 cold,	 this
wood	 exhibited	 very	 small	 tree	 rings,	 making	 it	 very	 dense	 and
providing	 it	 with	 unique	 acoustic	 properties.	 [396]	 This	 positive	 note
aside,	 the	Little	Ice	Age	was	a	gloomy	time	that	brought	with	it	 low
temperatures,	 bitter	 winters,	 crop	 failure,	 famine,	 plague	 and	 social
unrest.	[397]	According	to	historians	Elizabeth	Ewan	and	Janay	Nugent,
[398]	 the	 famines	 that	 struck	 France	 in	 1693,	 Norway	 in	 1695	 and



Sweden	 in	 1696	 killed	 about	 10%	 [399]	 of	 the	 population	 of	 each
country.
	

Figure	111:	Similarities	between	the	late	Middle	Age	and	the	modern

era.	(©	Sott.net,	adapted	from	NASA	/	MSFC)

	
Not	only	 is	 the	decreased	solar	activity	observed	over	 the	 last	 few

years	 similar	 to	 the	 lack	 of	 activity	 seen	 around	 1650,	 the	Maunder
Minimum	was	 also	 preceded	 by	 a	 period	 of	 increased	 solar	 activity
[400]	(the	‘Medieval	Maximum’).	As	depicted	in	figure	111	(blue	area),
most	 of	 the	 20th	 century	was	 a	 period	 of	 exceptionally	 intense	 solar
activity	 [401],	 known	 as	 the	 ‘modern	 maximum’	 or	 ‘grand	 solar
maximum’.	[402]
	
For	 years	 now,	 the	mainstream	media	 have	 fiercely	 supported	 the

manmade	warming	dogma	while	clear	evidence	of	global	cooling	has
been	piling	up.	Despite	10	years	of	denial,	independent	scientists	have
persuaded	many	to	acknowledge	the	global	cooling	that	began	at	 the
turn	 of	 the	 century.	 The	 Space	 and	 Science	 Research	 Center,	 an
independent	US	climate	research	company,	forecasts	a	future	climate
scenario	quite	different	from	that	predicted	by	the	IPCC:
	

The	 Space	 and	 Science	Research	Center	 (SSRC)	 announces	 today
that	the	most	recent	global	temperature	data	through	January	31,	2011
using	 NASA	 and	 NOAA	 weather	 satellites	 supports	 the	 previous
forecast	from	the	SSRC	that	a	historic	drop	in	global	temperatures



is	under	way	and	that	the	previously	predicted	climate	change	to
one	of	a	long	and	deep	global	cooling	era	has	begun.

	
SSRC	Director	John	L.	Casey	explains,	‘Based	on	the	data	from	the

AMSR-E	 instrument	 on	 board	 the	NASA	Aqua	 satellite,	 sea	 surface
temperatures	just	posted	this	week	showed	their	steepest	decline	since
the	satellite	was	made	operational	 in	2002.	This	major	drop	from	the
warm	 temperature	 levels	 seen	 in	 2010	 is	 also	 echoed	 by	 a	 dramatic
decline	 in	 atmospheric	 temperatures	 in	 the	 lower	 troposphere,	where
we	live,	with	the	data	coming	from	NOAA	satellites.	At	present	rates
of	descent,	both	ocean	and	atmospheric	temperatures	are	likely	to	soon
surpass	the	temperature	lows	set	in	the	2007–2008	period.	Even	with	a
small	correction	that	is	usually	seen	after	such	a	rapid	drop,	there	is	no
doubt	that	the	Earth	is	entering	a	prolonged	global	cooling	period
and	 will	 soon	 set	 another	 record	 drop	 in	 temperatures	 by	 the
November–December	 2012	 time	 frame	 as	was	 forecast	 in	 the	 SSRC
press	release	from	May	10,	2010.’	[403]

	

Causes

As	 demonstrated	 above,	 the	 Sun	 has	 been	 unusually	 quiet	 for
several	 years.	The	Sun	 rises	 every	morning	 and,	 sure	 enough,	 every
evening	 it	 sets.	 However,	 solar	 activity	 fluctuates	 along	 with	 the
temperature	of	our	planet	(figure	112).
	



Figure	112:	Sunspot	number	vs.	average	temperature	over	a	10,000-

year	span.	(©	NOAA)

	
The	above	only	shows	a	correlation	between	solar	activity	(number

of	 sunspots)	 and	Earth’s	 surface	 temperature.	Further	down,	we	will
explain	 how	 reduced	 solar	 activity	 (and	 also	 an	 increase	 in
atmospheric	cometary	dust)	causes	Earth’s	global	cooling.

	
According	 to	 mainstream	 science,	 the	 huge	 variation	 in	 solar

activity	as	reflected	by	sunspot	counts	has	 little	 if	any	impact	on	the
energetic	 output	 of	 the	 Sun.	 Indeed,	 solar	 radiation	 remains	 almost
stable	 with	 a	 mere	 0.1%	 variation	 [404]	 over	 the	 solar	 constant.	 [405]
However,	such	measurements	only	 take	 into	account	 irradiance,	 i.e.
measurable	 solar	 radiations.	 Notice	 also	 that	 irradiance	 is	 measured
during	 fair	 weather.	 Ttherefore,	 it	 doesn’t	 take	 cloudiness	 into
consideration.



	
While	 the	 Sun	 does	 indeed	 emit	 radiations	 –	 ultraviolet,	 visible

spectrum,	 infrared,	 gamma	 rays,	 X-rays	 –	 it	 also	 ejects	 massive
quantities	 of	 particles	 through	 its	 solar	 wind.	 [406]	 This	 outflow	 of
ionized	 particles	 (mostly	 protons	 and	 electrons,	 with	 an	 overall
positive	 charge)	 plays	 an	 important	 role	 on	 the	 electromagnetism	of
the	 solar	 system	 [407]	 including	 the	 Earth’s	 and	 the	 Sun’s	 magnetic
shields.
	

Figure	113:	Monthly	value	of	solar	wind	speed.	The	vertical	lines

correspond	to	solar	minimums	(1845–2000).	(©	Rangarajan	et	al.)

	
Now,	 if	 the	minute	 decrease	 in	 solar	 irradiance	 due	 to	 reduced

solar	 activity	 is	 not	 the	 cause	 for	 global	 cooling,	 how	 does	 reduced
solar	activity	lead	to	global	cooling?	One	key	factor	seems	to	be	cloud
formation.

	
Clouds	 have	 both	 a	 cooling	 and	 a	warming	 effect.	 Clouds	 have	 a

cooling	effect	because	 they	 scatter	back	 into	 space	about	half	of	 the
incoming	 sunshine	 that	would	 otherwise	warm	 the	 Earth	 [408]	 (that’s
why	cloudy	days	are	colder	than	sunny	ones).	Clouds	can	also	have	a
warming	effect	(greenhouse	effect)	by	trapping	the	heat	escaping	from



the	Earth’s	 surface	 (that’s	why	cloudy	nights	are	warmer	 than	starry
nights).
	
The	 radiation	 ‘budget’	 of	 clouds	 (are	 clouds	 net	 warmers	 or	 net

coolers?)	 was	 a	 matter	 of	 scientific	 conjecture	 until	 three	 dedicated
satellites	were	sent	into	space	during	the	1980’s	to	measure	incoming
sunlight	and	outgoing	infrared	radiation.	[409]
	
The	results	were	clear.	Overall,	[410]	clouds	have	a	strong	net	cooling

effect	 [411].	For	 instance,	 if	nothing	else	changed,	removing	the	cloud
canopy	 would	 increase	 the	 Earth’s	 surface	 temperature	 by	 about
10°Celsius.	[412]	[413]
	

Figure	114:	Clouds	reflect	solar	radiation	more	than	Earth

radiation.	Overall,	clouds	induce	a	net	cooling	(©	Sott.net	adapted

from	skeptikalscience.com)

	
Clouds	 are	 made	 of	 water	 droplets	 in	 suspension	 in	 the	 air.	 For

these	droplets	to	form,	three	main	factors	are	involved:
	



1.	 The	 temperature	 must	 drop	 low	 enough	 (below	 dew	 point)	 for
condensation	 to	 occur.	 During	 condensation,	 atmospheric	 water	 vapor
(water	in	gaseous	form)	is	transformed	into	droplets	(tiny	drops	of	water	in
liquid	form).

2.	 Also	atmospheric	particles	must	be	present	to	help	the	droplets	form.	 [414]
These	particles	are	called	‘cloud	condensation	nuclei’.	Without	them,	even
if	 temperatures	 were	 very	 low	 there	 would	 be	 no	 condensation,	 and
therefore	 no	 clouds.	 [415]	 As	 discussed	 previously,	 [416]	 Earth	 has
experienced	 a	 steep	 increase	 in	 atmospheric	 cometary	 dust	 over	 recent
years.	 These	 dust	 particles	 act	 as	 potential	 cloud	 condensation	 nuclei.
Notice	 that	 even	when	 atmospheric	 dust	 doesn’t	 generate	 clouds,	 it	 has	 a
net	cooling	effect	as	described	earlier	(global	dimming).	[417]

3.	 Cosmic	 rays	 accelerate	 cloud	 formation.	 In	 the	 following	 we’ll	 describe
this	process.

	
As	 previously	 mentioned,	 [418]	 the	 Sun’s	 magnetic	 field	 and	 the

Earth’s	magnetic	field	are	powered	by	the	Sun’s	activity.	Those	fields
literally	 act	 as	 magnetic	 shields	 against	 incoming	 cosmic	 rays;	 the
Sun’s	magnetic	 field	 (heliosphere)	deflects	about	50%	of	 the	cosmic
rays.	 [419]	Comparatively	speaking,	 the	Earth’s	magnetic	field	isn’t	as
effective	 at	 shielding	 us	 from	 cosmic	 rays.	 Even	 if	 it	 disappeared
entirely,	the	number	of	incoming	cosmic	rays	would	only	increase	by
3%.	[420]	That	is,	the	Sun	does	most	of	the	‘protective’	work.
	
Cosmic	rays	are	charged	particles	(mostly	protons)	that	can	almost

reach	 the	 speed	 of	 light	 if	 highly	 energetic.	 They	 are	 generated	 by
stars	 and	 supernovae.	 [421]	 Our	 Sun	 produces	 cosmic	 rays	 too	 (solar
winds)	but	they	are	energetically	weak	(only	about	700	km/s).	[422]
	
Thus,	 when	 solar	 activity	 decreases,	 solar	 winds	 (low	 energy

cosmic	rays)	decrease,	(see	figure	113)	but	also	the	Sun’s	magnetic
shield	weakens	allowing	a	greater	amount	of	high	energy	cosmic
rays	 to	 reach	 the	 Solar	 system	 and	 ultimately	 our	 planet.	 The
negative	 correlation	 between	 solar	 activity	 and	 cosmic	 ray	 flux	 has



been	evidenced	by	several	researchers.	[423]	[424]
	

Figure	115:	Number	of	sunspots	(blue	curve)	vs.	cosmic	ray	count

(red	curve)	over	the	1958–2010	period.	Notice	that	after	2000

(vertical	turquoise	line),	sunspots	count	dropped	sharply	while

cosmic	rays	experienced	a	drastic	increase	(©	Climate4you.com)

	
When	 reaching	 the	 Earth’s	 atmosphere,	 cosmic	 rays	 combine	 and

interact	 [425]	 with	 the	 particles	 of	 the	 earth’s	 atmosphere	 leading	 to
swiftly	moving	particles	called	‘secondary	cosmic	rays’.	This	particle
mayhem	occurs	mainly	between	15	and	25	km	above	our	heads	 [426]
and	leads	to	only	one	kind	of	particle	that	is	able	to	reach	the	Earth’s
surface	 in	 large	 numbers	 and	 without	 substantial	 loss	 of	 energy:
muons.	(See	figure	116.)
	



Figure	116:	A	collision	between	a	proton	(green	ball	-	primary

cosmic	ray)	and	an	atmospheric	particle	(purple	ball	cluster	-

carbon	or	beryllium)	forms	a	muon	(blue	ball)	(©	Triumf.ca)

	
Muons	are	 like	electrons	except	for	 their	mass:	 they	are	200	 times

heavier	 than	electrons.	Also,	muons	have	an	extremely	short	 life	 [427]
and	 they	 quickly	 transform	 into	 electrons.	 [428]	 But,	 because	 of	 their
very	high	speed,	muons	have	enough	time	to	penetrate	deep	into	our
atmosphere	 and	 spread	electrons	 like	 ‘collateral	 damage’	 along	 their
entire	atmospheric	journey.
	





Figure	117:	Electrons	are	the	main	catalysts	of	molecular

clustering,	i.e.	cloud	droplet	formation.	(©	sott.net,	adapted	from

Svensmark)

	
In	 figure	 117	 we	 can	 see	 from	 top	 to	 bottom	 how	 cosmic	 rays

(yellow	arrow)	generate	(via	muons)	electrons	(red	circles).	Electrons
accelerate	 the	 formation	 of	 clusters	 (turquoise	 blue	 circles)	made	 of
positively	 charged	 molecules	 in	 suspension	 in	 the	 atmosphere	 like
clay	dust,	carbon,	sulfur	dioxide	(green	circles),	eventually	leading	to
stable	 and	 electrically	 neutral	 clusters	 (blue	 circles)	 which	 act	 as
condensation	 nuclei	 (dark	 blue	 circle)	 around	which	 a	water	 droplet
can	form.

	
The	catalyzing	effect	of	electrons	has	been	repeatedly	demonstrated

experimentally	in	cloud	chambers	[429].
	
Knowing	 that	 the	main	causes	of	 cloud	 formation	are	cosmic	 rays

and	 atmospheric	 dust,	 and	 that	 these	 two	 factors	 are	 on	 the	 rise
because	of	the	hypothesized	approach	of	Nemesis	(grounding	the	Sun
and	 reducing	 its	activity)	and	 its	cometary	swarm,	we	can	expect	an
overall	increase	in	cloud	cover	in	the	future	and	the	resulting	cooling
effects.
	
Actually,	 this	 trend	 started	 several	 years	 ago.	Around	 2000,	when

solar	activity	started	to	weaken	and	atmospheric	cometary	dust	began
to	increase,	the	overall	cloudiness	started	increasing	(see	figure	118).
[430]	[431]
	



Figure	118:	Overall	cloud	cover	(%)	between	1983	and	2010	(blue

jagged	line).	The	purple	lines	show	linear	regressions.	The	red

vertical	line	shows	the	year	2000,	when	the	cloud	cover	started	to

increase	(©	sott.net,	adapted	from	Climate4you).

	
Notice	 that	 all	 the	 factors	 and	 mechanisms	 involved	 in	 global

cooling	might	 not	 act	 in	 a	 strictly	 linear	way.	Weather	 science	was
one	 of	 the	 first	 disciplines	 to	 acknowledge	 the	 concept	 of	 ‘the
butterfly	effect’	 [432].	Small	causes	can	indeed	lead	to	great	effects,
and	 two	 seemingly	 independent	 causes	 can	 act	 synergistically	 to
bring	disproportionate	 consequences.	Weather	 phenomena	 include
threshold	effects	and	feedback	loops.	One	well-documented	nonlinear
weather	phenomenon	is	the	ice-albedo	effect,	where	the	cause	and	the
effect	amplify	each	other:
	

Snow	 and	 ice	 are	 white	 and	 very	 reflective.	 They	 have	 what
scientists	 call	 a	 very	high	albedo	–	 that’s	 a	measure	of	how	much
light	a	surface	reflects.	Between	70	and	80	percent	of	the	sun’s	rays
that	 hit	 this	 kind	 of	 frozen	 surface	 are	 bounced	 right	 back	 out	 into
space.	So	 the	 land	or	water	 beneath	 the	 snowy	blanket	 doesn’t	 get	 a
chance	to	absorb	much	of	that	solar	radiation.	[…]	whereas	the	darker
sea	water	and	land	readily	absorb	the	sunlight.



	
Now	imagine	that	a	little	bit	of	heat	is	added	to	the	system.	That’s

exactly	 what	 is	 happening	 in	 the	 real	 world;	 scientists	 say	 that	 the
average	temperature	in	Alaska	has	risen	4	degrees	Fahrenheit	since	the
1950s.	With	 warmer	 temperatures,	 some	 of	 the	 snow	 and	 ice	melts,
exposing	 the	 darker	 land	 or	 water	 underneath.	 These	 surfaces	 have
much	lower	albedos	–	open	water	reflects	 less	 than	10	percent	of	 the
solar	energy	that	hits	it,	for	example.	So	more	heat	is	absorbed	by	the
landscape.

	
Then	a	feedback	loop	kicks	in.	More	heat	is	absorbed	by	the	darker

surface,	 so	 more	 snow	 and	 ice	 melt.	 More	 of	 the	 darker	 surface	 is
exposed,	leading	to	the	absorption	of	even	more	heat,	more	snow	and
ice	melt,	and	so	on.	Just	a	small	temperature	rise	can	set	this	feedback
cycle	 into	 motion.	 The	 opposite	 effect	 is	 possible	 too;	 a	 small
temperature	 decrease	 would	 lead	 to	 more	 snow	 and	 ice,	 would
lead	 to	more	solar	radiation	being	bounced	back	 to	 space,	would
lead	to	colder	temperatures,	would	lead	to	more	snow	and	ice,	and
so	on.	Scientists	describe	the	onset	of	past	ice	ages	in	this	way.	[433]

	

Figure	119:	Permanent	ice	sheet	cover	during	the	last	ice	age	–	the

Younger	Dryas	–	which	occurred	12,800	years	ago.	(©	How	Stuff

Works)

	
The	 ice-albedo	 effect	 may	 also	 be	 exacerbated	 by	 a

‘warming/cooling	rebound’	effect	because	of	the	(non-anthropogenic)



global	warming	our	planet	underwent	during	most	of	the	20th	century.
[434]	[435]	This	warming	has	led	to	the	evaporation	of	massive	quantities
of	water	from	oceans,	seas,	lakes,	snow,	ice	and	rivers.	Global	cooling
started	 around	 the	 turn	 of	 the	 century,	 [436]	 but	 average	 temperatures
are	 still	 high	and	 there	are	 still	massive	quantities	of	water	vapor	 in
the	atmosphere	(figure	120).
	

Figure	120:	Atmospheric	humidity	at	sea	level	since	1948.	Notice

that,	concomitant	with	global	warming,	humidity	has	steadily

increased	between	1948	and	2004	(red	linear	regression).	Since	then

this	increase,	like	global	warming,	has	stopped	(©	Kalnay	et	al.)

	
With	 such	 large	 amounts	 of	 humidity	 in	 the	 atmosphere,	 a	 severe

winter	could	generate	massive	precipitation,	leading	to	more	extensive
ice	and	snow	cover	that	might	increase	the	ice-albedo	effect	to	a	point
where	 the	planet	could	not	warm	up	again	when	‘spring’	comes	and
consequently	experience	a	winter	lasting	several	years.
	
In	 addition,	water	vapor	being,	by	 far,	 the	main	 ‘greenhouse	gas’,

[437]	 cooling	 and	 the	 subsequent	 condensation	means	 there	would	 be
less	 of	 a	 greenhouse	 effect.	 Less	 greenhouse	 effect	 in	 turn	 leads	 to
more	cooling.	In	figure	121	we	have	two	feedback	loops	(greenhouse
loop	 and	 albedo	 loop)	 that	 feed	 each	 other	 and	 are	 potential
contributors	to	global	cooling.
	



Figure	121:	The	interacting	greenhouse	feedback	loop	and	albedo

feedback	loop.	(©	Sott.net)

	
Feedback	 loops	and	nonlinear	systems	may	partly	explain	why	ice

ages	 initiate	 much	 faster	 than	 previously	 expected.	 Until	 recently,
scientists	 believed	 that	 the	 last	 ice	 age	 –	 the	 one	 that	wiped	 out	 the
mammoths	 and	 other	 species	 about	 12,800	 years	 ago,	 and	 which
presents	 very	 strong	 evidence	 of	 cometary	 impact	 [438]	 [439]	 –	 took
about	10	years	to	settle	over	Europe.	[440]
	
Additional	 research	 by	 William	 Patterson	 of	 the	 University	 of

Saskatchewan	 involving	 the	 analysis	 of	 mud	 deposits	 from	 Lough
Monreagh	 in	 Country	 Clare,	 Ireland,	 revealed	 that	 the	 northern
hemisphere	 could	 be	 forced	 [441]	 into	 an	 ice	 age	 in	as	 little	 as	 three
months.	 [442]	Patterson	described	this	unexpectedly	sudden	shift	in	the
following	terms:
	
It	would	be	like	taking	Ireland	today	and	moving	it	up	to	Svalbard,

creating	icy	conditions	in	a	very	short	period	of	time.	[443]
	
The	 nonlinear	 nature	 of	 Earth’s	 weather	 system	 is	 such	 that	 the

effects	caused	by	all	 the	changes	 listed	above	are	difficult	 to	predict



and	 probably	 interact	 synergistically	with	 each	 other.	 It	 is	 therefore
highly	possible	 that	 the	 sum	effect	 of	 those	 changes	 far	 exceeds	 the
effect	of	each	individual	change.	For	this	reason,	global	cooling	may
progress	much	more	strongly	and	much	quicker	than	expected.
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CHAPTER	25:	STRANGE	CLOUDS
	

Now	that	we	know	a	bit	more	about	clouds,	let’s	turn	our	attention
to	 the	 variety	 of	 ‘strange’	 clouds	 that	 have	 recently	 appeared	 in	 our
skies.	 Clouds	 come	 in	 many	 strange	 forms	 –	 such	 as	 roll	 clouds,
mammatus	 clouds,	 and	wave	 clouds	 –	 but	 in	 this	 chapter	we’re	 just
going	to	focus	on	two	kinds,	namely	noctilucent	clouds	(also	known
as	‘night-shining’	clouds)	and	contrails.

	
Let’s	 keep	 in	 mind	 what	 is	 required	 for	 clouds	 to	 develop:

temperature	 must	 drop	 low	 enough	 for	 condensation	 to	 occur	 and
atmospheric	particles	–	condensation	nuclei	–	must	be	present	to	help
droplets	form.
	

Noctilucent	clouds



Figure	122:	Noctilucent	cloud	over	Estonia	–	59°	North	(©	Martin

Koitmae)

	
Noctilucent	 clouds	 were	 first	 noticed	 [444]	 in	 1885,	 quite	 recently

relative	 to	 other	 kinds	 of	 clouds,	 and	 they	 appear	 at	 very	 high
altitudes,	 around	 80	 kilometers	 (50	 miles).	 They	 are	 actually	 the
highest	known	clouds.	According	to	mainstream	science,	the	cause	for
noctilucent	clouds	remains	unclear:
	

Noctilucent	 clouds	 are	 not	 fully	 understood	 and	 are	 a	 recently-
discovered	meteorological	phenomenon.	Noctilucent	clouds	can	 form
only	under	very	restrictive	conditions;	their	occurrence	can	be	used	as
a	 sensitive	 guide	 to	 changes	 in	 the	 upper	 atmosphere.	 They	 are	 a
relatively	recent	classification.	The	occurrence	of	noctilucent	clouds
appears	to	be	increasing	in	frequency,	brightness	and	extent.	It	 is
theorized	that	this	increase	is	connected	to	climate	change.	[445]

	
One	popular	 claim	 is	 that	 noctilucent	 clouds	 are	 caused	 by	 global

warming.	 [446]	 This	 sounds	 like	 a	 dubious	 explanation	 for	 several
reasons,	 the	 first	 being	 that,	 as	 shown	 previously,	 [447]	 global



temperatures	 have	 not	 been	 increasing	 but	 decreasing	 since	 2000,
while	the	appearance	of	noctilucent	clouds	is	on	the	rise.

	
Also,	 the	 first	 observations	 of	 noctilucent	 clouds	 were	 made	 in

1885,	 a	 year	 that	was	 colder	 than	 the	 previous	 20	 years	 (see	 figure
123).	 If	warming	was	 the	cause,	why	didn’t	 the	 first	observations	of
noctilucent	clouds	occur	during	the	warmer	years	prior	to	1885?
	



Figure	123:	Average	temperatures	and	deviation	(1850–1940).	(©

Sott.net)

	
A	 more	 likely	 cause	 of	 noctilucent	 clouds	 is	 atmospheric	 dust.

Indeed,	 the	 first	 observation	 of	 noctilucent	 clouds	 in	 1885	was	 just
two	 years	 after	 the	 eruption	 of	 the	 Krakatoa	 volcano	 [448]	 that



released	an	estimated	11	cubic	miles	of	dust	into	the	atmosphere.	 [449]
This	 release	was	 so	 severe	 that	 the	dust	cloud	darkened	 the	 sky	250
miles	 [450]	 away.	 [451]	The	ash	deposit	on	nearby	 islands	was	 so	 thick
that	 for	 several	years	 it	was	difficult	 for	plants	 to	grow.	Until	1886,
ashes	 suspended	 in	 the	 upper	 atmosphere	 caused	 exceptional	 red
sunsets	all	around	the	world.	[452]
	

Figure	124:	Krakatoa	volcano	eruption	on	September	2009	displaying

purple	lightning	along	the	plume	(©	John	Seach)

	
The	role	of	dust	in	noctilucent	clouds	was	shown	in	2009	when	they

were	 artificially	 created	 with	 exhaust	 particles	 released	 by	 a	 space
rocket:
	

The	Charged	Aerosol	Release	Experiment	 (CARE)	was	 conducted
by	 the	 Naval	 Research	 Laboratory	 and	 the	 Department	 of	 Defense
Space	 Test	 Program	 using	 a	 NASA	 four-stage	 Black	 Brant	 XII
suborbital	 sounding	 rocket.	 Using	 ground	 based	 instruments	 and	 the
STP/NRL	 STPSat-1	 spacecraft,	 scientists	 will	 study	 an	 artificial
noctilucent	 cloud	 formed	by	 the	 exhaust	particles	 of	 the	 rocket’s
fourth	stage	at	about	173	miles	altitude.	[453]

	



Figure	125:	Rocket	used	to	conduct	the	CARE	experiment	(©	NASA)

	
With	 dust	 identified	 as	 the	 cause	 of	 noctilucent	 clouds,	 some

sources	 attributed	 their	 appearance	 to	 manmade	 pollution.	 [454]	 But
remember,	 noctilucent	 clouds	 are	 very	 high-altitude	 clouds.	 For
industrial	dust	to	reach	high	enough	concentrations	at	these	altitudes,
it	should	literally	saturate	the	lower	atmosphere	(as	with	the	Krakatoa
eruption).	This	dust	 saturation	of	 the	 lower	atmosphere	should	make
the	Sun	barely	visible,	which	is	obviously	not	the	case.	So	if	the	dust
found	 in	 the	 higher	 atmosphere	 doesn’t	 come	 from	 below,	 it	 must
come	from	above.
	
After	 beating	 around	 the	 bush	 for	 years,	 in	 August	 2012	 NASA

finally	 acknowledged	 the	 presence	 of	 meteor	 dust	 in	 noctilucent
clouds.	 Moreover,	 it	 recognized	 that	 meteor	 dust	 is	 the	 nucleating
agent	around	which	noctilucent	clouds	form:	[455]
	

“We’ve	detected	bits	of	‘meteor	smoke’	imbedded	in	noctilucent
clouds,”	 reports	 James	 Russell	 of	 Hampton	 University,	 principal
investigator	of	NASA’s	AIM	mission	to	study	the	phenomenon.	‘This
discovery	 supports	 the	 theory	 that	meteor	 dust	 is	 the	 nucleating
agent	around	which	NLCs	form.’	[456]

	



So	noctilucent	clouds	are	not	a	product	of	industrial	pollution.	They
are	 not	 ‘anthropogenic’.	 NASA	 quantified	 the	 sharp	 increase	 in
noctilucent	cloud	frequency	in	the	following	excerpt:
	

Since	 1980,	 satellite	 observations	 show	 the	 number	 of
noctilucent	clouds	increasing	about	28	percent	per	decade.	The	ice
crystals	 in	 the	 clouds	 also	 appear	 to	 be	 getting	 bigger,	 with	 the
brightness	of	the	clouds	rising	about	7	percent	per	decade.	[457]

	
At	this	point,	NASA	has	acknowledged	that	meteor	dust	is	the	cause

of	 noctilucent	 clouds	 and	 that	 the	 number	 of	 noctilucent	 clouds	 has
increased.	The	obvious	conclusion	would	be	that	meteor	activity	is
on	the	rise.	Why	doesn’t	NASA	acknowledge	this	important	piece	of
data?
	
The	 increase	 in	 noctilucent	 clouds	 is	 one	 of	 the	 effects	 –	 among

others	–	of	increased	dust	concentration	in	the	atmosphere	in	general,
and	in	the	upper	atmosphere	in	particular.	We	suspect	that	most	of	this
atmospheric	dust	is	of	cometary	origin,	while	some	of	it	might	be	due
to	the	recent	increase	in	volcanic	activity.	[458]
	
In	 addition	 to	 being	more	 frequent	 overall,	 noctilucent	 clouds	 can

also	be	observed	at	lower	latitudes.	[459]
	

Figure	126:	July	14th,	2013	-	Bright	and	dense	display	of

noctilucent	clouds	over	Paris	(48°	North).	(©	Myriam	Kieffer)

	
According	 to	several	 researchers	 [460]	 the	cause	of	 this	 low	 latitude

occurrence	is	severe	cooling	of	the	upper	atmosphere,	which	is	much



more	dramatic	than	the	limited	cooling	observed	at	sea	level:
	

‘The	 sun	 is	 in	 a	 very	 unusual	 period,’	 said	 Marty	 Mlynczak,	 a
TIMED	 team	 member	 at	 NASA	 Langley	 in	 Virginia.	 ‘The	 Earth’s
thermosphere	 [461]	 is	 responding	 remarkably	 up	 to	 an	 order	 of
magnitude	decrease	in	infrared	emission/radiative	cooling	by	some
molecules.’	Less	 radiation	 in	both	directions	means	 that	 this	 layer	of
the	atmosphere	also	cools	substantially.	In	fact,	the	thermosphere	has
cooled	 by	 a	 factor	 of	 10	 since	 the	 last	 solar	 maximum	 in	 early
2002.	[462]

	
Observations	 also	 show	 that	 noctilucent	 clouds	 are	more	 frequent

when	 solar	 activity	 is	 low.	 [463]	During	 solar	minimum,	cosmic	 rays
generated	 by	 the	 Sun	 (solar	winds)	 decrease,	 unlike	high	 energy
cosmic	rays	generated	by	stars	and	supernovas	 [464].	Because	of	their
low	energy,	solar	winds	can’t	penetrate	deep	into	our	atmosphere	but
they	do	reach	the	upper	atmosphere	[465]	in	massive	quantities.
	
Although	 the	 total	 solar	 irradiance	 varies	 by	 only	 ~0.1%	during	 a

solar	 cycle,	 nearly	 6%	 changes	 are	 observed	 in	 the	 ultraviolet
spectrum	 at	 high	 altitude,	 which	 has	 been	 shown	 to	 be	 enough	 to
change	the	temperature	in	the	high	atmosphere.	[466]
	
Thus,	when	solar	activity	is	low,	less	solar	wind	reaches	the	higher

atmosphere,	 which	 then	 receives	 substantially	 less	 ultraviolet
radiation,	 which	 causes	 the	 dramatic	 cooling	 of	 the	 higher
atmosphere.
	

Contrails

So-called	 ‘chemtrails’	 are	 often	 described	 as	 evidence	 of	 aerosol
spraying	of	anthropogenic	toxic	substances	on	a	mass	scale	from	high
altitudes	 as	 part	 of	 a	 government	 plot	 to	 poison	 the	 population.	 [467]
This	is	claimed	in	spite	of	the	fact	that	far	simpler	and	more	efficient



means	 of	 delivering	 toxic	 substances	 to	masses	 of	 people	 have	 long
existed	 (and	 been	 applied),	 such	 as	 the	 fluoridation	 of	 ‘drinking’
water,	 [468]	 the	 genetic	manipulation	 of	 the	 food	 supply	 [469]	 and	 the
nuclear	 explosions	 conducted	 around	 our	 planet,	 [470]	 just	 to	 name	 a
few.
	



Figure	127:	Condensation	trails	left	behind	the	4	engines	of	a

Boeing	747.	(©	Wiki	commons)

	
It	 should	 also	 be	 pointed	 out	 that	 high-altitude	 spraying	 is	 an

extremely	 inaccurate	 delivery	 method.	 Permanent	 winds	 at	 this
altitude	(about	seven	miles	up)	can	reach	hundreds	of	miles	per	hour
and	aerosols	can	take	up	to	two	years	[471]	to	reach	Earth’s	surface.	[472]
So,	 when	 you	 spray	 from	 airliner	 cruising	 altitude,	 you	 can’t	 know
where	 and	 when	 the	 released	 aerosols	 will	 land,	 and	 you	 might
actually	end	up	spraying	yourself.

	
That	 being	 said,	 there	 is	 evidence	 that	 the	 ruling	 elites	 in	 various

countries	have,	indeed,	conducted	aerial	spraying	of	toxic	substances,
but	 these	 were	 low-altitude	 spraying	 that	 allowed	 greater	 control
over	 where	 and	 when	 the	 toxic	 agent	 would	 reach	 the	 ground.	 For
example,	the	CIA	sprayed	infectious	agents	over	Cuba:
	



Fort	 Detrick	 SO	 [Special	 Operations]	 Division	 microbiologists
assisted	in	several	covert	attacks	against	rural	and	agricultural	areas	in
Cuba.	 These	 attacks	 involved	 aerial	 spraying	 with	 swine	 flu	 virus,
dengue,	 and	 other	 lethal	 infectious	 agents.	 As	 a	 result,	 hundreds	 of
farm	animals	and	several	humans	died.	[473]

	
High-altitude	 spraying	 has	 also	 been	 tested	 by	 releasing	 sulfur

dioxide	and	other	 aerosols	 for	 the	purpose	of	 cloud-seeding	 [474],	 but
this	doesn’t	require	control	over	the	time	and	location	of	the	landing,
and	has	been	shown	to	be	generally	ineffective.

	
Another	factor	that	makes	the	‘chemtrails’	theory	iffy	at	best	is	the

‘evidence’	 collected	 by	 its	 proponents.	 They	 point	 to	 high	 levels	 of
aluminum,	barium	and	strontium	found	in	soil	and	water	samples.
	
Aluminum	 is	 the	 most	 abundant	 metal	 in	 the	 Earth’s	 crust.

Every	year	about	100	million	tons	of	aluminum	are	produced.	[475]	It	is
extensively	used	in	the	car,	plane,	boat	and	building	industries.	From
this	perspective,	it’s	not	surprising	to	find	high	levels	of	aluminum	in
most	 if	not	all	soil	and	water	samples.	Such	levels	do	not	 imply	that
this	aluminum	comes	from	jet	spraying.

	
Barium	 [476]	 is	 found	 in	nature	as	a	 free	element.	 [477]	 It	 is	used	 for

numerous	industrial	applications:	glassmaking,	[478]	fluorescent	lamps,
and	screens.	[479]	Barium	is	also	used	as	an	‘atmospheric	aerosol	spray
for	 enhancing/refracting	 the	 signaling	 of	 radio/radar	 waves	 along
military	jet	flight	paths,	missile	test	ranges.’	[480]	So,	toxicology	results
indicating	 high	 levels	 of	 barium	 in	 some	water	 sources	 near	 barium
production	and	usage	sites	are	hardly	surprising.
	
Finally,	 strontium	 is	 a	 natural	 element,	 the	 15th	 most	 common

element	on	Earth.	It	is	also	massively	produced	(about	300,000	tons	a
year	 [481])	 and	 used	 in	 screens	 for	 TVs,	 computers	 and	 phones.	 In
addition,	one	radioactive	isotope	of	strontium,	called	strontium	90,	is



present	in	radioactive	fallout.	Since	1945,	2,051	nuclear	explosions
have	 occurred	 on	 planet	 Earth.	 [482]	 Many	 of	 these	 explosions
happened	in	the	atmosphere	and	were	conducted	in	places	as	far	apart
as	 the	Pacific	 Islands,	China,	 the	US,	Algeria,	Australia,	Russia	 and
Kazakhstan.	Thus,	it	is	not	surprising	to	find	high	levels	of	strontium
(radioactive	or	not)	all	over	the	planet.

	
In	short,	the	elements	claimed	to	be	evidence	of	‘chemtrail	spraying

of	populations’	have	numerous	industrial	sources.
	

Figure	128:	Contrails	over	the	southeastern	US	sky.

	
Concentration	trails	have	been	observed	since	WWI,	when	bombers

managed	to	reach	high	enough	altitudes	for	cold	air	to	allow	contrails
to	 form.	 [483]	 The	 phenomenon	 was	 so	 obvious	 that	 bomber	 pilots



complained	 that	 contrails	 were	 giving	 away	 their	 position.	 [484]

Chemtrailers	 claim	 that	 ‘chemtrails’	 are	 thicker	 and	 longer	 lasting
compared	 to	contrails.	So,	basically	 the	only	valid	piece	of	evidence
brought	by	‘chemtrailers’	is	the	fact	that	jet	planes	did	not	previously
leave	 any	 persistent	 and	 thick	 condensation	 trails	 behind	 them	 and
now	they	do.	This	observation	is	in	fact	valid.	Indeed,	around	the	end
of	 the	 1990s,	 something	 changed	 and	 thicker	 contrails	 started	 being
observed	more	frequently.	Incidentally,	the	term	‘chemtrails’	was	first
introduced	by	journalist	William	Thomas	in	1997.	[485]
	
A	condensation	trail,	or	contrail,	is	the	result	of	the	condensation	of

jet	 fumes.	Here,	 unlike	 noctilucent	 clouds,	 atmospheric	 dust	 doesn’t
play	a	major	role,	since	jet	engines	already	release	massive	quantities
of	particles,	[486]	particularly	sulfur	molecules	[487]	that	are	some	of	the
most	efficient	condensation	nuclei.	[488]
	
However,	what	does	play	a	major	 role	 is	 temperature.	The	cooler

the	ambient	air,	the	stronger	and	longer	lasting	the	condensation.	The
cruising	 altitude	 for	 an	 airliner	 is	 about	 10	 km	 (7	 mi),	 this	 is	 just
below	 the	 stratosphere,	 [489]	 which	 has	 cooled	 down	 ‘by	 several
degrees	since	2002’	[490].
	

Figure	129:	Temperature	of	the	stratosphere	over	the	period	1948-

2011.	At	the	beginning	of	the	century	(green	vertical	line),	the

temperature	of	the	stratosphere	started	to	decrease.	(©Climate

Change	Blog	adapted	by	sott.net)

	



Far	from	the	conspiracy	theory	proposed	by	the	‘chemtrailers’,	data
strongly	suggests	that	persistent	contrails	are	a	direct	consequence	of
the	 cooling	 of	 the	 stratosphere,	 a	 far	more	 troubling	 state	 of	 affairs
than	‘chemtrails’	released	in	upper	atmospheres	where	the	winds	aloft
make	it	unlikely	that	anything	released	in	a	given	location	will	filter	to
the	ground	anywhere	near,	or	anytime	soon.
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CHAPTER	 26:	 HURRICANES,
LIGHTNING,	AND	TORNADOES
	

Introduction

The	accumulation	of	cometary	dust	in	the	Earth’s	atmosphere	plays
an	 important	 role	 in	 the	 increase	 of	 tornadoes,	 cyclones,	 hurricanes
and	their	associated	rainfalls,	snowfalls	and	lightning.	To	understand
this	mechanism	we	must	first	 take	into	account	 the	electric	nature	of
hurricanes,	tornadoes	and	cyclones,	which	are	actually	manifestations
of	the	same	electric	phenomenon	at	different	scales	or	levels	of	power.
Because	 of	 this	 similarity,	 we	 will	 refer	 to	 these	 three	 phenomena
collectively	as	‘air	spirals’	in	the	following	discussion.
	

Figure	130:	A	waterspout	associated	with	lightning.	(©	Flickr)



	
McCanney	describes	the	electric	nature	of	hurricanes	in	these	terms:

	
A	 simple	model	 showed	 that	 these	 [tropical]	 storms	 formed	when

electrical	 currents	connected	between	 the	 ionosphere	and	 the	 top
of	 the	 clouds.	 […]	 the	 reason	 hurricanes	 lost	 power	 when	 they
approached	land	was	that	the	powering	electrical	current	from	the
ionosphere	 to	 the	 cloud	 tops	 and	 to	 the	 Earth’s	 surface	 had	 no
connection	(anode)	while	over	the	ocean	so	 it	drew	up	vast	surface
areas	 of	 ionized	 air	 from	 the	 ocean	 surface	 and	 sucked	 them	 up	 a
central	column	(the	spinning	vortex	was	caused	by	the	moist	air	rising
‘up	 the	 drain’)	whereas	 the	 land	 provided	 a	 ‘ground’	 for	 the	 current
and	 therefore	 it	 shunted	 out	 the	 storm’s	 power	 source.	 […]	 I	 also
calculated	 that	 the	warm	water	 theory	 for	hurricane	development
lacked	sufficient	energy	to	account	for	the	energy	in	these	massive
storms.	We	later	witnessed	hurricanes	on	Mars	where	there	is	no
water	at	all.	Clearly,	the	warm	water	concept	did	not	work	[…]	[491]

	
From	 this	 perspective,	 air	 spirals	 are	 simply	 the	 manifestation	 of

electric	 discharges	 between	 the	 ionosphere	 and	 the	 Earth’s	 surface.
Figure	130	shows	a	waterspout	and	a	 lightning	bolt	occurring	 in	 the
same	 place	 at	 the	 same	 time,	 suggesting	 that,	 indeed,	 the	 electric
potential	 difference	between	 the	 clouds	 at	 the	 top	of	 the	picture	 and
the	 ground	 at	 the	 bottom	 is	what	 powers	 both	 the	 lightning	 and	 the
tornado.
	

Discharge	frequency

If	 air	 spirals	 are	 electrically	 driven,	 how,	 then,	 can	we	 explain	 an
increase	 in	 their	 frequency	when	 the	Sun’s	 activity	has	dropped	and
the	 atmospheric	 E-field	 has	 therefore	 weakened	 [492]?	 While	 the
overall	atmospheric	E-field	has	indeed	weakened,	another	factor	must
be	 taken	 into	 account:	 The	 increase	 in	 atmospheric	 dust
concentration	 [493]	 reduces	 the	 electric	 conductivity	 of	 the
atmosphere.	 [494]	 Conductivity	 in	 the	 atmosphere	 is	 due	 to	 the



mobility	 of	 small	 ions.	When	 dust	 is	 present,	 these	 ions,	 instead	 of
moving	 freely,	 attach	 to	 the	 relatively	 large	 dust	 particles	 and	 lose
mobility,	hence	the	decrease	in	atmospheric	conductivity.	[495]
	

Figure	131:	Influence	of	atmospheric	dust	on	frequency	of	‘air

spirals’	and	lightning	(©	sott.net)

	
The	 two	graphs	 in	 figure	131	compare	 the	effects	of	 low	levels	of

atmospheric	 dust	 (left)	 and	 high	 levels	 atmospheric	 dust	 (right).	On
the	 left,	 the	 increase	 in	 voltage	 between	 a	 local	 atmospheric	 region
and	 the	 Earth’s	 surface	 grows	 slowly	 because	 of	 the	 fair	 weather
circulation:	 electrons	 move	 up	 freely	 to	 balance	 the	 charge
differences.	 On	 the	 right,	 the	 fair	 weather	 circulation	 is	 restricted
because	 of	 the	 dust-induced	 reduced	 conductivity.	 Electrons	 can’t
move	 freely,	 they	 are	 captured	 by	 dust	 particles.	 Thus	 local	 electric
charges	build	up	faster,	hence	the	increase	in	discharge	frequency.
	
This	 additional	 feature	 of	 dust	 particles	 –	 their	 ability	 to	 carry	 an

electric	charge	–	means	that	dust	accumulation	enables	any	given	area
of	the	atmosphere	to	carry	potentially	massive	electric	charges,	which
can	differ	from	the	charge	of	adjacent	regions,	from	the	charge	of	the
ionosphere	and	from	the	charge	of	the	Earth’s	surface.	This	suggests
that	lightning	and	air	spirals	of	all	kinds	should	increase	in	frequency
and	geographic	scope.

	



Figure	132	 is	 adapted	 from	a	 scientific	paper	published	by	Robert
Lund,	 professor	 of	 mathematical	 sciences	 at	 Clemson,	 who	 studied
changes	 in	 the	 tropical	 storm-cycle	 record	 in	 the	 North	 Atlantic
between	1851	and	2008.	 [496]	His	study	shows	an	increase	in	tropical-
storm	frequency	that	started	in	the	mid-80s	(blue	ascending	line)	and
which	continues	today.
	

Figure	132:	Tropical	storm	frequency	(1851–2008).	(©	Clemson)

	

Discharge	magnitude

While	 air	 spirals	 (tornadoes	 and	 hurricanes)	 have	 been	 more
frequent	 since	 the	 end	 of	 the	 1980s	 and	 should	 be	more	 frequent	 in
coming	 years	 because	 of	 the	 ongoing	 increase	 in	 atmospheric
cometary	dust,	very	powerful	discharges,	 like	Category	5	hurricanes,



should	not	necessarily	increase.
	

Category	5	hurricanes	last	for	days	and	enable	massive	transfers	of
energy	 (charge	 rebalancing)	 between	 the	 ionosphere	 and	 the	Earth’s
surface.	 So	 the	 main	 energetic	 source	 for	 major	 hurricanes	 is	 the
electric	 potential	 difference	 between	 the	 Earth	 and	 its	 ionosphere.
Reduced	 solar	 activity	means	a	 less	 (positively)	 charged	 ionosphere,
which	 means	 reduced	 electric	 potential	 difference	 between	 the
ionosphere	 and	 the	 Earth,	 which	 in	 turn	 leads	 to	 less	 frequent
Category	5	hurricanes.	After	studying	the	tropical-storm	records	made
over	 the	 last	 150	 years,	 Robert	 Lund	 reached	 a	 similar	 conclusion
concerning	the	strength	of	the	storms:
	

‘This	 is	 a	 hot	 button	 in	 the	 argument	 for	 global	 warming,’	 said
Lund.	 ‘Climatologists	 reporting	 to	 the	U.S.	Senate	as	 recently	as	 this
summer	 testified	 to	 the	 exact	 opposite	 of	 what	 we	 find.	 Many
researchers	have	maintained	that	warming	waters	of	the	Atlantic
are	 increasing	 the	 strengths	 of	 these	 storms.	 We	 do	 not	 see
evidence	 for	 this	 at	 all,	 however	 we	 do	 find	 that	 the	 number	 of
storms	 has	 recently	 increased.	 ’	 The	 study	 represents	 one	 of	 the
first	 rigorous	 statistical	 assessments	 of	 the	 issue	 with	 uncertainty
margins	calculated	in.	[497]

	
Lund’s	 statement	 seems	 to	 be	 confirmed	 by	 recent	 statistical	 data

compiled	by	Dr.	Ryan	N.	Maue:
	



Figure	133:	Annual	number	of	tropical	storms	(blue)	vs.	annual

number	of	major	hurricanes	(red)	(1970-2012)	(©	Ryan	N.	Maue)

	
Figure	133	 confirms	Lund’s	observation	of	 an	 increase	 in	 tropical

storm	frequency	(blue	ascending	arrow	–	 linear	regression)	since	 the
80s,	while	 the	 frequency	of	major	hurricanes	 seems	 relatively	 stable
(red	horizontal	arrow	–	linear	regression).
	
The	study	of	tornado	statistics	in	the	U.S.	 leads	to	a	similar	result.

Figure	 134	was	 compiled	 from	data	 provided	 by	NOAA.	 [498]	While
the	 overall	 number	 of	 tornadoes	 shows	 a	 steady	 increase	 since
2002	 (green	 ascending	 bars	 and	 curve),	 the	 number	 of	 powerful
tornadoes	 (purple	 bar	 and	 line)	 has	 been	 relatively	 constant.	 As	 a
result,	the	percentage	of	violent	tornadoes	is	decreasing.	[499]
	



Figure	134:	Tornado	annual	frequency	(1975–2011)	and	F3+	tornado

annual	frequency	(1950–2011).	(©	Sott.net)

	
As	 seen	 previously,	 [500]	 two	 opposing	 factors	may	modulate	 solar

activity.	 On	 one	 side,	 an	 approaching	 Nemesis	 would	 tend	 to
reduce	 the	 Sun’s	 activity	 because	 of	 ‘grounding’;	 on	 the	 other
side,	 an	 accompanying	 cometary	 swarm	 would	 tend	 to	 increase
solar	activity	because	of	comet-triggered	solar	discharges.
	
In	 recent	 years,	 the	Sun	 has	 been	 unusually	 quiet,	which	 suggests

that,	 overall,	 the	 Nemesis-grounding	 factor	 overpowers	 the	 comet-
discharge	 factor.	 Hence	 a	 reduced	 frequency	 of	 major	 hurricanes
(since,	 as	 seen	 above,	 solar	 activity	 is	 the	 main	 driver	 for	 major
hurricanes).	 However,	 this	 is	 not	 always	 the	 case:	 the	 Sun	 can	 still
experience	major	activity	spikes.
	



In	November	 2013	 the	 Sun	 exhibited	 a	 period	 of	 intense	 activity,
with	 eight	 X-class	 [501]	 solar	 flares	 [502]	 between	 October	 25th	 and
November	 19th,	 and	 yet,	 over	 the	 preceding	 two	 years	 the	 Sun	 had
experienced	an	average	of	just	0.5	X-class	solar	flares	per	month.	[503]
	
The	development	of	Typhoon	Haiyan,	which	devastated	parts	of	the

Philippines	 in	 November	 2013,	 seems	 to	 synch	 with	 the	 high	 and
unusual	solar	activity	that	was	happening	at	the	time.
	
Knowing	 that	 solar	 winds	 take	 two	 to	 four	 days	 to	 reach	 Earth,

Haiyan	 originated	 as	 a	 tropical	 storm	 on	 November	 2nd	 (possibly
triggered	 by	 the	 X2.3	 flare	 that	 occurred	 on	 October	 29th).	 By
November	5th,	 it	was	a	Category	5	typhoon.	On	November	7th	 it	was
still	 intensifying	 (possibly	 strengthened	 by	 the	 X3.3	 flare	 of
November	 5th)	with	 one-minute	 sustained	winds	 reaching	315	km/h.
[504]	 This	 very	 same	 day,	Haiyan	made	 its	 first	 landfall	without	 any
change	 in	 intensity,	 becoming	 the	most	 powerful	 storm	 in	 recorded
history	to	make	landfall.	[505]
	

Figure	135:	Satellite	picture	of	Typhoon	Haiyan	(©NOAA/AFP/Getty



Images)

	
What	 could	 explain	 this	 spike	 in	 solar	 activity	 overpowering	 an

otherwise	quiet	Sun	due	to	the	theorized	Nemesis-induced	grounding?
As	 a	 matter	 of	 fact,	 there	 were	 a	 high	 number	 of	 active	 comets
observed	 in	 the	 Sun’s	 vicinity	 at	 that	 time.	On	November	 21st,	17
comets	 [506]	 were	 visible	 with	 a	 small	 telescope,	 of	 which	 five	 [507]
exhibited	 a	 magnitude	 between	 4	 and	 7.5	 and	 could	 be	 seen	 with
binoculars	or	the	naked	eye.	[508]
	
The	 situation	 was	 quite	 unusual	 because,	 amongst	 the	 seventeen

comets	mentioned	above,	the	two	brightest	ones,	ISON	(2012	S1)	and
Lovejoy	 (2013	R1),	 did	 not	 follow	 the	 usual	 Jupiterian	 orbit.	 ISON
and	 Lovejoy	 are	 two	 very	 long-period	 comets.	 Lovejoy’s	 period	 is
10,371	years	and	 ISON’s	period	 is	 still	unknown	but	 its	eccentricity
suggests	that	it	might	be	a	‘one-journey’	comet,	never	to	be	seen	again
in	the	solar	system	[509].

	
Comets	 with	 elongated	 trajectories	 are	 the	 most	 electrically

active.	 In	 contrast	 to	 comets	 of	 Jupiterian	 orbits,	 they	 are	 highly
negatively	 charged	 because	 they	 come	 from	 the	 negatively	 charged
outer	 regions	 of	 the	 solar	 system	 space	 and	 they	 rush	 in	 almost	 a
straight	 line	 towards	 the	 positively	 charged	 Sun	 and	 its	 surrounding
space,	 hence	 the	 comets’	 brightness	 (due	 to	 electric	 stress)	 and	 the
spikes	 in	 solar	 activity	 (due	 to	 electric	 discharging	 of	 the	 Sun
triggered	by	these	very	active	comets).
	



Figure	136:	Image	from	Stereo	showing	3	active	comets	(red	circles)

in	the	vicinity	of	the	Sun:	2P/Encke,	ISON	and	Lovejoy	triggering

massive	solar	flares	(©NASA-CIOC)

	
Figure	 136	 is	 a	 screen-capture	 from	a	 video	 recorded	 by	NASA’s

Stereo	 probe.	 If	 you	watch	 this	 video,	 [510]	 which	 spans	 a	 three	 day
period	 from	 November	 19th	 to	 November	 22nd,	 you	 will	 see	 how
incoming	comets	can	trigger	a	substantial	solar	flare.
	
Now	that	we	have	a	better	understanding	of	 the	possible	cause	for

this	 sudden	 spike	 in	 solar	 activity	 and	 its	 effects	 on	 weather
phenomena,	let’s	go	back	to	hurricanes	and	tornadoes.

	
Despite	the	ferocious	Typhoon	Haiyan,	even	after	taking	its	energy

into	account,	the	Accumulated	Cyclone	Energy	(ACE)	index	for	2013
–	 at	 74%	 -	was	 still	 below	 normal,	 the	 lowest	 it	 has	 been	 since	 the
1970s.	 [511]	As	you	can	see	 in	figure	137,	both	global	 (blue	 line)	and



northern	 hemisphere	 (black	 line)	 data	 show	 an	 overall	 downward
trend	in	ACE	since	around	1998	and	a	continuous	drop	since	2006.
	

Figure	137:	Accumulated	Cyclone	Energy	(1972–2014).	(©

Weatherbell.com)

	
According	to	mainstream	science,	hurricanes	are	due	to	moist	warm

air	 that	 rises	 from	 the	 Earth’s	 surface,	 which	 then	 begins	 to	 spiral
because	of	the	Coriolis	Effect	[512],	finally	condensing	to	create	clouds.
But,	as	is	often	the	case	with	mainstream	explanations,	there	are	some
‘anomalies’	 that	 don’t	 fit	 the	 proposed	 model.	 According	 to	 the
dominant	weather	science,	no	hurricane	can	form	on	the	equator
[513]	because:	1)	the	Coriolis	Effect	is	very	weak	at	such	low	latitudes
and	2)	the	Coriolis	Effect	in	the	southern	hemisphere	is	opposite	to	the
Coriolis	 Effect	 in	 the	 northern	 hemisphere.	 This	 opposition	 would
tend	to	split	apart	any	cyclone	spreading	over	the	line	of	the	equator.
	
However,	on	December	27th,	2001,	Typhoon	Vamei	 [514]	formed	on

the	equator	and	exhibited	counterclockwise	circulation	on	both	sides
of	 the	 equator.	 If	 the	 Coriolis	 Effect	 was	 the	 only	 factor	 causing
hurricanes	to	spin,	Typhoon	Vamei	and	its	equatorial	position	would
be	simply	impossible.



	

Figure	138:	Satellite	image	of	Typhoon	Vamei	on	December	27th,	2001.

(©	CRISP/National	University	of	Singapore)

	
Let’s	 now	 deal	 with	 moist	 air	 which	 is	 considered	 as	 the	 energy

source	 of	 hurricanes.	 The	 second	 hurricane	 of	 the	 1971	 season
(unnamed,	 hereafter	 referred	 to	 as	 ‘Hurricane	 #2’)	 formed	 east	 of
Bermuda	 on	 July	 29th,	 1971.	 [515]	 It	 moved	 northeast	 and	 started
gaining	 power,	 even	 though	 it	was	moving	 over	 ever	 cooler	waters.
As	 the	 storm	 passed	 a	 drilling	 rig	 200	 nautical	 miles	 from
Newfoundland,	 [516]	 its	 winds	 reached	 127mph.	 [517]	 The	 radius	 of
maximum	winds	was	about	35	miles	wide.	 [518]	Hurricane	#2	had	all
the	characteristics	of	a	hurricane	when	it	was	at	latitude	46°	north	(on
the	 east	 coast	 of	 Canada	 [519]),	 where	 the	 water	 temperature	 in	 July
averages	 12°	 Celsius.	 [520]	 At	 that	 time,	 the	 water	 was	 actually	 five
degrees	 colder	 than	 the	 air.	 [521]	 According	 to	 the	 textbooks,
‘Hurricane	#2’	should	never	have	formed.

	
An	even	more	striking	example	comes	from	Mars,	a	planet	devoid

of	any	sea	which,	nonetheless,	regularly	experiences	hurricanes.	They
were	 first	 observed	 in	 1979	 by	 the	 Voyager	 satellite	 [522].	 In	 1999,
Hubble	 shot	 pictures	 of	 a	massive	Martian	 hurricane	 that	 lasted	 for
months.	 its	 size	was	nearly	 four	 times	 larger	 than	 the	 state	of	Texas
(see	figure	139).
	



Figure	139:	Hurricane	snaking	around	Mars’	North	Pole	on	April	27th,

1999.	(©	Hubble/NASA)

	
In	 conclusion,	 Typhoon	 Vamei	 shows	 that	 the	 Coriolis	 Effect	 is

probably	not	the	main	force	causing	hurricanes	to	spin	and	‘Hurricane
#2’,	 plus	 the	 Martian	 hurricanes,	 show	 that	 warm	 water	 is	 not	 the
primary	factor	fueling	hurricanes.
	

The	electric	dimension	of	hurricanes	and	lightning

Electricity	 seems	 to	 play	 a	 major	 role	 in	 air	 spiral	 phenomena,
including	hurricanes.	To	better	understand	 these	electric	phenomena,
let’s	 first	 consider	 lightning,	 which,	 as	 we	will	 soon	 see,	 is	 closely
related	 to	hurricanes,	depressions,	 tornadoes	and	 their	accompanying
cloud	masses.
	



Figure	140:	Global	lightning	frequency.	(©	NASA/GHRC/NSSTC)

	
The	highest	lightning	frequency	occurs	around	the	equator,	towards

the	end	of	 the	day.	 [523]	This	 time	and	place	correspond	to	maximum
ionosphere	 electric	 charge.	 Indeed,	 the	 intertropical	 zone	 directly
faces	the	solar	wind	 that	hits	 the	 ionosphere	during	 the	day,	until	 it
reaches	 a	maximum	 charge	 in	 the	 evening	 after	 one	 full	 day	 of
direct	 solar	 exposure.	 In	 addition,	 the	 intertropical	 zone	 is	 where
atmospheric	 conductivity	 is	 the	 lowest.	 [524]	 So,	 in	 this	 region,	 the
atmosphere	 can	 hold	 a	 very	 high	 charge	 difference	 between	 the
ionosphere	and	the	Earth’s	surface,	which	leads	to	violent	discharging
(lightning	bolts)	instead	of	fair-weather	charge	rebalancing.
	



Figure	141:	Lightning	formation	process	(©	Sott.net)

	
The	two	drawings	in	figure	141	depict	cloud	formation	followed	by

a	 cloud-to-ground	 lightning	 discharge.	 The	 6	 steps	 of	 the	 process
listed	below	correspond	to	the	numbers	in	red.
	
Top	drawing:

	
1)	The	proton-rich	 solar	wind	projects	positively	charged	particles

into	the	Earth’s	ionosphere.
	
2)	As	 the	positive	 charge	of	 the	 ionosphere	 increases,	 it	 begins	 to

attract	electrons	located	on	Earth’s	surface.	[525]
	
3)	The	electrons	from	Earth’s	surface	rise	in	the	air	and	are	captured

by	low-mobility	atmospheric	particles	(dust,	droplets).
	



4)	 Similarly,	 protons	 from	 the	 ionosphere	 are	 attracted	 by	 the
Earth’s	 negative	 charge	 and	 start	 sinking	 into	 the	 atmosphere,
eventually	being	captured	by	atmospheric	particles.	[526]
	
Bottom	drawing:

	
5)	The	upwards	electron	flow	creates	an	electron-deficient	region	on

Earth’s	 surface	 (positive	 region	within	 the	 red	 line)	and	an	electron-
rich	area	at	the	bottom	of	the	cloud.
	
6)	When	 the	electric	potential	difference	 is	high	enough,	 lightning

strikes,	 carrying	 a	 massive	 electron	 flow	 back	 to	 the	 ground	 that
rebalances	electric	charges	between	the	bottom	of	the	cloud	mass	and
the	locally	positive	region	on	Earth’s	surface.

	
Lightning	and	hurricanes	seem	to	be	similar	charge	rebalancing

processes.	 Lightning	mostly	 occurs	 above	 continents	 and	 is	 far	 less
frequent	above	oceans.	[527]	This	may	be	due	to	the	difference	between
ground	 conductivity	 and	 sea	 conductivity.	 When	 electrons	 start
flowing	upwards	 from	 the	ocean,	 the	high	conductivity	of	 salt	water
[528]	 usually	 prevents	 the	 formation	 of	 electron-deficient	 regions,
which	 is	one	of	 the	 causes	of	 lightning.	However,	when	 the	upward
electron	 flow	occurs	 above	 a	 continent,	 the	poor	 conductivity	of	 the
ground	 [529]	 enables	 the	 formation	 of	 electron-deficient	 pockets	 that
will	trigger	and	receive	lightning	discharges.
	
In	terms	of	location,	hurricanes	are	the	opposite	of	 lightning	bolts:

they	mostly	occur	above	oceans	and	usually	weaken	or	die	when	they
reach	land.	When	a	massive	flow	of	electrons	is	pulled	up	above	the
ocean,	 the	 high	 conductivity	 of	 salt	 water	 can	 provide	 and	 conduct
free	 electrons	 from	 all	 adjacent	 regions,	 thus	 offering	 an	 almost
endless	supply	of	electrons	to	power	the	ongoing	hurricane.	When	the
hurricane	 reaches	 the	 ground,	 the	 electron	 supply	 is	 limited	 by	 the
poor	conductivity	of	the	ground	and	the	hurricane	weakens.



	
The	 map	 in	 figure	 142	 depicts	 the	 trajectories	 of	 the	 14	 listed

hurricanes	 that	occurred	 in	2000.	All	of	 those	 that	 reached	 the	coast
‘died’	soon	after.
	

Figure	142:	Trajectory	of	the	14	hurricanes	that	occurred	in	2000.

(©	met.inf.cu)

	
Notice	 that	 the	 rainfall	 that	 usually	 accompanies	 hurricanes	 also

participates	in	the	charge	rebalancing	process.
	
When	a	water	drop	falls	to	the	ground,	it	can	capture	electrons	from

the	bottom	of	the	cloud	or	below	it,	thus	carrying	a	negative	charge	to
the	ground	and	rebalancing	electric	potential	differences	in	a	manner
similar	to	lightning.	From	this	perspective,	lightning	and	rain	are	both
caused	 by	 a	 strong	 atmospheric	 E-field	 and	 both	 lead	 to	 a	 charge
rebalancing	between	the	Earth’s	surface	and	its	atmosphere.

	
Notice	 that	 the	 atmospheric	 field	 has	 an	 influence	 on	 raindrops



formation	and	size.	In	figure	143,	[530]	a	thin	water	jet	was	created	by	a
hypodermic	 needle	 connected	 to	 a	 water	 faucet.	 On	 the	 left,	 no
electric	 field	was	 applied.	 The	 jet	 took	 the	 form	 of	 a	mist	made	 of
small	droplets.	On	the	right,	an	electric	field	was	applied	to	the	water
jet,	 triggering	 the	 binding	 of	 droplets	 with	 one	 another	 and	 the
subsequent	 formation	 of	 large	water	 drops.	 This	 experiment	 is	 very
similar	 to	what	occurs	 in	 clouds,	where	water	droplets	 tend	 to	 align
along	the	atmospheric	E-field	and	attract	each	other,	forming	heavier
and	heavier	water	drops.
	

Figure	143:	Influence	of	electric	field	on	the	size	of	water	drops.

(©	Pierce	Bounds)

	
From	 the	 above	we	can	 see	 that	 lightning	 and	hurricanes	 are	very

similar	 electric	 phenomena.	 Hurricanes	 are	 to	 sea	 surface	 what
lightning	bolts	are	to	ground	surface.	They	are	both	caused	by	upward
electron	 flows	 and	 they	both	 rebalance	 electric	 charges	 by	 returning
electrons	to	the	ground:	rainfall	in	the	case	of	hurricanes,	lightning	in
the	case	of	electrical	storms.
	
Before	 closing	 this	 chapter,	 a	 few	 further	 comments	 about



atmospheric	 dust	 are	 necessary:	 as	 we’ve	 seen	 previously,
atmospheric	dust	plays	a	major	role	in	storm	dynamics.	On	a	physical
level	it	acts	as	a	nucleus	for	the	formation	of	condensed	water	droplets
(clouds).	 On	 an	 electrical	 level	 it	 holds	 electric	 charges	 that	 can
trigger	lightning.

	
Atmospheric	 dust	 also	 seems	 able	 to	 modulate	 cloud	 elevation.

According	 to	 mainstream	 science,	 atmospheric	 dust	 and	 water
droplets	 stay	 in	 suspension	 in	 the	 atmosphere	 because	 of	 their	 very
small	size:	low	weight	and	a	comparatively	large	drag.	 [531]	However,
some	observations	don’t	fit	the	gravity-drag	model	and,	in	some	cases,
dust	clouds	settle	much	slower	than	predicted:
	

Interestingly,	 it	 appears	 that	 some	hitherto	unknown	atmospheric
process	 counteracts	 gravitational	 settling	 of	 larger	 atmospheric
dust	 particles	 (Maring	 et	 al.,	 2003),	 as	 models	 of	 long-range	 dust
transport	 often	 underestimate	 the	 larger	 particle	 fraction	 (Colarco	 et
al.,	2003,	Ginoux	et	al.,	2001),	and	dust	samples	collected	after	fallout
events	 show	 that	 large	 numbers	 of	 ‘giant’	 dust	 particles	 (larger	 than
62.5	micrometers)	 can	 be	 carried	 thousands	 of	 kilometers	 from	 their
source	(Middleton	et	al.,	2001).	[532]	[533]

	
If	 you	 remember	 the	 Millikan	 experiment	 [534],	 a	 droplet	 charged

with	 only	 one	 electron	 can	 counteract	 gravity	 and	 literally	 levitate
when	 exposed	 to	 a	 vertical	 electric	 field.	 For	 this	 to	 happen,	 the
vertical	 electric	 field	 has	 to	 be	 32,100	 V/m.	 [535]	 Although	 the
atmospheric	electric	field	is	normally	about	100	V/m	at	ground	level,
[536]	atmospheric	dust	or	atmospheric	droplets	can	drastically	increase
this	 value	 because	 they	 reduce	 conductivity.	Electric	 fields	 of	 2,000
V/m	 have	 been	measured	 under	 dust	 storms,	 [537]	 up	 to	 20,000	V/m
under	 thunderstorms	 [538]	 and	 up	 to	 200,000	 V/m	 within
thunderstorms.	 [539]	In	addition,	unlike	the	Millikan	experiment,	some
particles	can	carry	more	than	one	electron	charge.

	



This	means	that	the	atmospheric	electric	field	can	play	a	role	in	the
fall	 speed,	 location,	movement	and	elevation	of	clouds	whether	 they
are	made	 of	 dust	 or	 droplets	 (or	 both).	 It	 can	 cause	 the	 particles	 to
‘levitate’	or	literally	rise	up	in	the	air.
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CHAPTER	27:	THE	GULF	STREAM
	

In	this	chapter	we	will	focus	on	the	Gulf	Stream,	the	main	current	in
the	Northern	Atlantic	Ocean.	Notice	 however	 that	 each	 ocean	 has	 a
similar	current	and	the	principles	mentioned	below	can	be	applied	to
any	of	those	ocean	currents.
	

Figure	144:	The	ocean	currents.	Red	arrow:	warm	current.	Blue

arrow:	cold	current.	In	green,	the	Gulf	Stream.	(©	L30nc1t0	–

Wikimedia,	adapted	by	Sott.net)

	
All	 the	main	ocean	currents	 in	 the	northern	hemisphere,	 including

the	Gulf	 Stream	 (figure	 144,	 green	 colored	 area)	 flow	 in	 clockwise
loops,	 while	 the	 currents	 in	 the	 southern	 hemisphere	 flow
counterclockwise.	According	to	mainstream	science,	this	phenomenon
is	exclusively	due	to	the	‘Coriolis	Effect’.



	
The	Coriolis	Effect	states	that	the	movement	of	a	fluid	(water	or	air,

for	example)	will	be	deflected	to	the	right	(facing	North)	if	it	occurs	in
the	 northern	 hemisphere.	 If	 the	 fluid	 is	 located	 in	 the	 southern
hemisphere,	then	it	will	be	deflected	to	the	left	(facing	South),	hence
the	spin	direction	of	the	oceanic	currents.	So,	in	the	Northern	Atlantic
Ocean,	water	 is	 deflected	 to	 its	 right,	 thus	 the	 clockwise	 spin	of	 the
Gulf	Stream.
	

Figure	145:	Representation	of	the	Coriolis	Effect	in	the	northern

and	the	southern	hemisphere.

	
If	 the	 Earth’s	 rate	 of	 rotation	 decreases,	 then	 the	 Coriolis	 Effect

should	drop,	since	the	Coriolis	Effect	is	proportional	to	the	rotation
rate.	 [540]	 This	 is	 the	 first	 factor	 behind	 a	 cosmically-induced
slowdown	of	the	Earth	[541]	leading	to	a	weakening	of	the	Gulf	Stream.
But	another	factor	of	an	electromagnetic	nature	may	also	contribute	to
this	weakening.
	



The	North	Atlantic	Ocean,	like	any	other	water	surface,	is	traversed
by	the	atmospheric	vertical	E-field	and	by	the	Earth’s	magnetic	field.
Seawater	is	partly	ionized;	about	3.5%	of	its	constituent	molecules	are
in	 ionic	 form	 (mostly	 sodium	 and	 chloride).	 [542]	 Because	 of	 this
ionization,	[543]	seawater	is	a	very	good	conductor,	[544]	meaning	that	it
carries	an	electric	charge	similar	to	the	charge	of	the	Earth’s	surface.
This	electric	charge	was	illustrated	by	Peabody,	[545]	for	example,	who
measured	a	30	ampere	current	crossing	the	Panama	Isthmus,	between
the	Atlantic	Ocean	and	the	Pacific	Ocean.

	
Having	 charged	 water	 molecules	 in	 movement	 within	 an	 electric

field	and	a	magnetic	field,	results	in	a	Lorentz	force	being	exerted	on
the	water.	However,	the	electric	field	between	the	ionosphere	and	the
Earth’s	 surface	 is	 not	 perfectly	 uniform;	 it	 changes	 at	 different
latitudes:
	

The	 electrical	 conductivity	 of	 the	 atmosphere	 also	 exhibits	 a
latitudinal	 variation	 owing	 to	 the	 shielding	 effect	 of	 the	 Earth’s
magnetic	 field.	 The	 magnetic	 field	 deflects	 incoming	 cosmic	 rays
away	from	the	equatorial	region	more	effectively	than	from	the	Polar
Regions,	with	the	result	that	the	electrical	conductivity	is	about	50%
greater	at	high	latitudes	than	at	low	latitudes.	[546]

	
Conductivity	 is	 the	 ability	 of	 a	 milieu	 to	 conduct	 electricity;	 the

higher	 the	 atmospheric	 conductivity,	 the	 higher	 the	 vertical	 electric
current	 traversing	 it.	 Therefore,	 this	 variation	 of	 atmospheric
conductivity	relative	to	the	latitude	has	an	influence	on	the	strength	of
the	Lorentz	force.	The	higher	the	latitude,	the	stronger	the	Lorentz
force:
	



Figure	146:	Variations	in	vertical	atmospheric	current	and	Lorentz

force	relative	to	the	latitude.	(©	Sott.net)

	
As	depicted	in	figure	146,	at	low	latitudes,	conductivity	is	low,	and

therefore	 the	 local	 electric	 current	 is	 weak	 (short	 red	 arrow	 in	 the
middle	 of	 the	 Atlantic	 Ocean).	 Inversely,	 at	 a	 high	 latitude,
conductivity	 is	 high;	 therefore	 the	 current	 is	 strong	 (long	 red	 arrow
over	 Ireland).	Meanwhile,	 the	 electromagnetic	 force,	 represented	 by
the	 vector	 B	 (purple	 arrows),	 is	 constant.	 Its	 intensity	 doesn’t	 vary
with	 latitude.	 The	 same	 applies	 in	 the	 southern	 hemisphere	 with
stronger	vertical	atmospheric	current	at	high	latitude.

	



F	(green	arrows)	represent	the	Lorentz	force.	Since	it	is	proportional
to	the	electric	current	that	generates	it,	the	Lorentz	force	is	stronger
at	high	latitudes	than	it	is	at	lower	latitudes.	That’s	why	the	green
arrow	 starting	 near	 Ireland	 is	 longer	 than	 the	 green	 arrow	 near	 the
equator.	The	eastward	Lorentz	force	exerted	on	the	Atlantic	waters	is
stronger	at	high	latitudes	and	tends	therefore	to	reinforce	the	Coriolis-
induced	clockwise	water	movement.
	
Reciprocally,	 in	 the	 southern	 hemisphere,	 the	 atmospheric	 electric

current	 is	 stronger	 at	 higher	 latitudes,	 therefore	 the	 Lorentz	 force	 is
stronger	near	Antarctica	than	near	the	equator.	Here	again,	the	Lorentz
force	 tends	 to	 reinforce	 the	 Coriolis-induced	 anti-clockwise	 water
movement	observed	in	oceans	of	the	Southern	hemisphere.

	
The	 composite	 illustation	 in	 figure	 147	 also	 shows	 how	 solar

activity	affects	the	atmospheric	vertical	current,	which	in	turn	affects
the	Lorentz	force,	which	has	a	direct	influence	on	the	Gulf	Stream.	On
the	 left,	 solar	 activity	 is	 strong,	 inducing	 an	 intense	 atmospheric
electric	 current,	 which	 in	 turn	 generates	 a	 strong	 Lorentz	 force	 that
tends	to	increase	the	power	of	the	Gulf	Stream.	On	the	right	side,	solar
activity	is	weaker;	consequently,	the	generated	Lorentz	force	and	the
Gulf	Stream	are	weaker.
	

Figure	147:	Effects	of	the	latitude-dependent	Lorentz	force	(F	–

green	arrows)	on	Gulf	Stream	intensity.	(©	Sott.net)

	



The	 slowdown	 of	 the	Gulf	 Stream	 plays	 a	major	 role	 in	 terms	 of
weather,	because	it	provides	an	important	amount	of	heat	to	the	west
coast	 of	 Europe	 and	 to	 the	 upper	 east	 coast	 of	North	America.	 The
heat	carried	by	the	Gulf	Stream	is	estimated	to	be	1.4	petawatts.	 [547]
For	comparison,	in	2008	the	total	worldwide	energy	consumption	was
equivalent	 to	 an	 average	 power	 use	 of	 15	 terawatts.	 [548]	 So,	 at	 any
instant,	 the	 Gulf	 Stream	 carries	 approximately	 100	 times	 more
energy	than	what	the	world	population	consumes	in	one	year.
	
Although	affecting	both	continents,	the	effect	of	the	Gulf	Stream	is

more	 pronounced	 in	 Europe	 than	 in	 Northern	 America.	 When	 we
compare	regions	of	similar	latitude,	it	appears	that	ocean	heat	storage
makes	winters	in	Western	Europe	15	to	20°	Celsius	warmer	than	those
in	 eastern	North	America	 (at	 equivalent	 latitudes).	 [549]	 For	 instance,
New	 York	 and	 Madrid	 are	 located	 on	 the	 same	 latitude	 [550]	 (40°
North).	 In	 February,	 the	 average	 temperature	 in	 New	 York	 is	 -1°
Celsius	[551],	while	in	Madrid	it	is	11°	Celsius.	[552]
	
The	effects	of	the	Gulf	Stream	are	stronger	in	Western	Europe	for	at

least	 two	 reasons:	 First,	 the	 southwards	 cold	 Labrador	 Current	 [553],
squeezes	 between	 the	 Eastern	 coast	 of	North	America	 and	 the	Gulf
Stream	pushing	them	apart.	Therefore,	the	latter	can	only	brush	along
the	 Eastern	 coast	 of	 North	 America	 while	 it	 impacts	 fully	 on	 the
whole	Western	European	coast	(figure	148).
	



Figure	148:	Surface	temperature	in	the	North	Atlantic	(©	NASA)

	
Second,	 the	 dominant	 winds,	 driven	 by	 the	 northern	 Jet	 Stream

(which	 we	 will	 examine	 soon	 [554])	 flow	 eastwards.	 Thus,	 the	 air
heated	up	by	the	Gulf	Stream	raises	above	the	Atlantic	Ocean	and	is
blown	predominantly	towards	Europe.
	
The	 mainstream	 media	 have	 occasionally	 mentioned	 the	 ‘erratic’

behavior	of	the	Gulf	Stream.	This	was	the	case	in	2004	when	the	Gulf
Stream	 stalled	 for	 ten	 consecutive	 days,	 [555]	 and	 in	 January	 2010,
when	it	connected	with	the	West	Greenland	Current	after	fluctuating
for	several	weeks.	[556]
	



Figure	149:	Gulf	Stream	on	1	December	2010.	The	current	stops	right

in	the	middle	of	the	Atlantic	Ocean.	(©	DEOS)

	
But	 it	 was	 only	 in	 January	 2013	 that	 enduring	 weakening	 of	 the

Gulf	 Stream	 was	 acknowledged	 by	 an	 international	 team	 of
oceanographers	led	by	Princeton	University	professor,	Tal	Ezer,	who
demonstrated	with	99.99%	statistical	confidence	that	the	Gulf	Stream
had	been	continuously	weakening	since	2004:
	

Recent	 studies	 indicate	 that	 the	 rates	of	 sea	 level	 rise	 (SLR)	along
the	 U.S.	 mid-Atlantic	 coast	 have	 accelerated	 in	 recent	 decades,
possibly	 due	 to	 a	 slowdown	 of	 the	 Atlantic	Meridional	 Overturning
Circulation	(AMOC)	and	its	upper	branch,	the	Gulf	Stream	(GS).	The
coastal	 sea	 level	 variations	were	 found	 to	 be	 strongly	 influenced	 by
variations	 in	 the	 GS	 on	 time	 scales	 ranging	 from	 a	 few	 months	 to
decades.	It	appears	that	the	GS	[Gulf	Stream]	has	shifted	from	a	6–8
year	oscillation	cycle	to	a	continuous	weakening	trend	since	about
2004,	and	that	this	trend	may	be	responsible	for	recent	acceleration	in
local	SLR.	[557]

	
For	 the	 scientific	 community,	 the	 causes	 of	 this	 weakening	 are

unknown,	as	stated	by	a	NOAA	[558]	representative:
	

‘Why	 did	 the	 Gulf	 Stream	 slow	 down?	 Why	 did	 the	 fall	 wind
pattern	appear	earlier?’	NOAA’s	Edwing	said.	‘We	don’t	have	those
answers.’	[559]

	
From	 what	 we’ve	 seen	 above,	 both	 the	 Lorentz	 force	 and	 the

Coriolis	Effect	are	drivers	of	the	Gulf	Stream.	Decreased	solar	activity
reduces	the	Coriolis	Effect	(by	reducing	the	Earth’s	spin	rate)	and	also
weakens	 the	 Lorentz	 force	 (by	 reducing	 the	 atmospheric	 vertical



current).	 These	 are	 probable	 causes	 for	 the	 recently	 acknowledged
weakening	of	the	Gulf	Stream.

	
Below	temperate	 latitudes,	global	cooling	will	be	worsened	by	 the

weakening	 of	 ocean	 currents.	 The	most	 affected	 regions	will	 be	 the
ones	 fed	 with	 warm	 ocean	 currents	 coming	 from	 the	 intertropical
region:	west	coasts	in	the	Northern	Hemisphere	(Western	Europe,	for
example)	 or	 east	 coasts	 in	 the	 Southern	Hemisphere	 (Argentina,	 for
example).
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CHAPTER	28:	JET	STREAMS
	

Introduction

Now	that	we	have	covered	oceanic	currents	we	will	focus	on	certain
air	 ‘currents’,	 also	known	as	 Jet	Streams.	There	are,	 in	 fact,	 five	 Jet
Streams	of	air	blowing	around	 the	globe:	 two	polar,	 two	subtropical
and	one	equatorial.	Jet	Streams	are	fast-flowing	(between	60	and	250
mph)	[560],	narrow	(a	few	hundred	miles	wide	and	less	than	three	miles
tall)	 [561]	and	high-altitude	(about	7	miles)	winds.	 [562]	 In	 this	chapter,
we’re	going	to	focus	exclusively	on	the	northern	polar	Jet	Stream,	also
called	 ‘Arctic	 front’	 Jet	 Stream,	 an	 important	 driver	 of	 weather	 in
North	America	and	Europe.
	



Figure	150:	Schematic	depiction	of	the	five	Jet	Streams	circling

Earth.	(©	Sott.net)

	
As	shown	in	figure	150,	the	northern	polar	Jet	Stream	(blue	arrow)

whirls	around	the	North	Pole	from	west	to	east	and	defines	a	boundary
between	 cold	 air	 (up	 north)	 and	warm	 air	 (down	 south).	 If	 you	 are
south	of	 the	Arctic	Jet	Stream	you	will	enjoy	a	 temperate	climate;	 if
you	are	north	of	the	jet	you	will	experience	polar	weather	conditions.

	
As	depicted	in	figure	151,	the	location,	thickness,	path	and	speed	of

the	Jet	Stream	are	all	variable.	[563]	Sometimes,	the	Jet	Stream	blows	at
very	 high	 speeds,	making	 the	 current	 fairly	 straight	 (left	 image).	At
other	 times,	 it	 slows	 down	 and	 charts	 a	 twisting	 path,	making	 deep
incursions	 towards	 the	equator	and	 far	north	 towards	 the	North	Pole
(right	image).	In	fact,	the	Jet	Stream’s	behavior	is	quite	similar	to	that
of	a	river:	when	its	current	 is	weak	it	starts	 to	hesitate,	meander	and
sometimes	even	stop	(also	known	as	‘Jet	Stream	blocking’).	[564]	When



the	 stream	 is	 strong,	 it	 circulates	 at	 high	 speed	 in	 a	 fairly	 straight
direction.
	



Figure	151:	Two	different	Jet	Stream	configurations.	(©	Sott.net)

	

Electric	Jet	Stream

For	years,	mainstream	science	claimed	that	the	Jet	Stream	played	a
minor	role	in	weather	and	was	simply	the	result	of	‘frontogenesis’,	a
complex	 process	 describing	 how	 convection	 (air	 movements)	 and
temperature	differences	lead	to	Jet	Stream	circulation.	[565]
	
Recently	 however,	 things	 have	 changed.	 Winter	 2013-2014	 was

very	harsh	in	North	America	 [566]	 [567]	with	a	persistent	‘polar	vortex’
that	 lasted	 for	 weeks	 and	 whose	 shape	 followed	 almost	 exactly	 the
‘cold	 drop’	 formed	 by	 the	 meandering	 arctic	 Jet	 Stream	 pictured
above.	 The	 evidence	 was	 quite	 obvious,	 so	 the	 narrative	 had	 to
evolve:
	

Scientists	 are	 trying	 to	 understand	 if	 the	 unusual	 weather	 in	 the
Northern	Hemisphere	 this	winter	…	is	 linked	to	climate	change.	One
thing	seems	clear:	Shifts	in	the	Jet	Stream	play	a	key	role	and	could
become	even	more	disruptive…	Everyone	is	blaming	the	Jet	Stream,
which	 drives	 most	 weather	 in	 mid-latitudes.	 That	 would	 be	 a
significant	 development.	 For	 what	 happens	 to	 the	 Jet	 Stream	 in	 the
coming	 decades	 looks	 likely	 to	 be	 the	 key	 link	 between	 the



abstractions	of	climate	change	and	real	weather	we	all	experience.	[…]
[568]

	
This	 analysis	 might	 indeed	 be	 closer	 to	 the	 true	 state	 of	 affairs.

Evidence	suggests	that	the	Jet	Streams	are	not	powered	by	heat	from
the	 lower	 atmosphere	 but	 by	 electricity.	 At	 the	 altitude	 of	 the	 Jet
Stream	(about	10	km	high),	the	atmosphere	contains	about	2,000	ions
per	 cubic	 centimeter.	 [569]	Air	 at	 this	 altitude	 is	 about	10	 times	more
ionized	than	at	ground	level	(figure	152).
	

Figure	152:	Ion	concentration	relative	to	altitude.	Equator:	white

circles,	Pole:	back	circles	(©	Lehmacher	and	Offermann)

	
In	 many	 respects	 the	 Jet	 Stream	 is	 similar	 to	 the	 Gulf	 Stream.

However,	 the	 Gulf	 Stream	 is	 spread	 over	 a	 wide	 latitudinal	 range
(equator	to	pole)	and	located	in	an	enclosed	space,	so	the	effects	of	the
Lorentz	 force	 and	 the	 Coriolis	 Effect	 trigger	 a	 looping	 movement.
The	Jet	Stream	is	not	limited	by	coasts	and	its	latitudinal	range	is
very	narrow	(a	few	kilometers),	so	no	Coriolis	Effect	applies	to	it
and	 the	Lorentz	 force	 freely	propels	 it	 eastwards	 all	 around	 the
globe.
	
From	 this	 perspective,	 the	 Jet	 Stream	 is	 not	 a	 consequence	 of

lower	atmospheric	phenomena	but,	on	the	contrary,	is	a	driver	of
lower	atmospheric	phenomena,	 i.e.	 the	weather	we	experience	day
to	 day.	 Physicist	 James	 McCanney	 describes	 a	 positively	 charged
northern	Jet	Stream	and	its	easterly	flow	as	follows:



	
The	giant	gas	‘planets’	and	the	Sun	had	many	counter-rotating	rings

of	 electrical	 currents	 that	 are	 just	 like	 the	 three	 ‘Jet	 Streams’	 [polar
front,	 subtropical	 and	 equatorial]	 that	 circle	 Earth.	 The	 Jet	 Stream
electrical	currents	snake	around	the	high	and	low	pressure	cells	as	they
wind	 their	way	eastward	or	westward.	These	 reacted	 in	kind	 to	 solar
electrical	storms	and	in	turn	drove	the	lower	level	weather	systems.

	
As	the	solar	wind	blows	past	Earth,	the	solar	wind	particles	interact

with	 the	 small	permanent	magnetic	 field.	The	electrons	are	 forced	 to
bend	outwards	and	around	Earth	in	one	direction	and	the	protons	move
in	the	other	direction.	This	flow	causes	the	Earth’s	ionosphere	to	set
up	three	distinct	current	flows	that	make	the	major	Jet	Streams	of
our	upper	atmosphere.	[570]

	
As	depicted	in	figure	153,	 the	conjunction	of	 the	Earth’s	magnetic

field	 (B	-	purple	arrow)	and	 the	atmospheric	vertical	current	 (I	 -	 red
vector)	exerted	on	the	charged	molecules	of	the	troposphere	generate
a	Lorentz	force	(F	-	green	arrow)	 that	acts	as	an	electromotive	force
powering	the	rotation	of	the	Arctic	Jet	Stream	(green	torus).
	



Figure	153:	The	Lorentz	force	(F)	is	the	electromotive	force	that

propels	the	Jet	Stream.	(©	Sott.net)

	
Notice	in	figure	150,	which	depicts	the	five	Jet	Streams	circling	our

planet,	that	the	equatorial	stream	flows	westwards	(unlike	the	4	other
streams).	 This,	 posits	McCanney,	 is	 because	 the	 equatorial	 stream
carries	 a	 negative	 charge,	 whereas	 the	 other	 streams	 carry	 an
overall	positive	electric	charge:
	

I	further	realized	that	Earth’s	Jet	Streams	were	powered	by	the	solar
electrical	currents,	and	that	there	were	three	belts	of	electrical	current
circling	the	globe.	Two	‘ion’	current	sheets	traveled	from	west	to	east
at	 higher	 latitudes	 (in	 the	 northern	 and	 southern	 hemispheres),	while
an	equatorial	‘electron’	current	sheet	ran	east	to	west.	[571]

	
Similarly	 to	 the	 Gulf	 Stream,	 when	 solar	 activity	 is	 strong,	 the

electrically	 driven	 Jet	 Stream	 blows	 at	 high	 speed	 and	 follows	 a
straightforward	 path	 (red	 arrow	 in	 figure	 154).	 If	 solar	 activity	 is
weak,	 the	 ionosphere’s	 electric	 charge	 decreases,	 and	 so	 do	 the
atmospheric	 electric	 current	 and	 the	 subsequent	 Lorentz	 force.	As	 a
consequence,	the	Jet	Stream	slows	down	and	starts	meandering.



	

Latitude	shift

Figure	154:	Typical	winter/summer	Jet	Stream	patterns	over	North

America.	(©	Sott.net)

	
Figure	 154	 shows	 that,	 in	 addition	 to	meandering	 (blue	 arrow),	 a

‘weak’	 Jet	 Stream	 also	 experiences	 an	 overall	 shift	 to	 the	 south.
Typically,	the	Jet	Stream	blows	roughly	along	the	45°	north	latitude	in
winter	 (blue	 arrow	 above)	 and	 around	 60°	 north	 in	 summer	 (red
arrow),	 but	 in	 recent	 years,	 we’ve	 seen	 more	 and	 more	 anomalies,
with	a	weaker-than-usual	 Jet	Stream	meandering	and	drifting	 further
south.	 [572]	 (and	 subsequently	 exposing	 temperate	 latitude	 to	 ‘polar
vortices’).
	
The	 charts	 in	 figure	 155	 show	 recent	 historical	 trends	 in	 the	 Jet

Streams.	The	curves	on	 the	 left	show	latitude	anomalies.	The	curves
on	the	right	show	speed	anomalies.	The	two	green	curves	titled	‘NH’



relate	 to	 the	northern	hemisphere	 Jet	Stream	(Arctic	 stream).	On	 the
left	chart,	you	can	see	that	after	1999	(vertical	orange	line),	the	Arctic
Jet	 Stream	moved	 closer	 to	 the	 equator	 (green	 curve).	 On	 the	 right
chart,	around	1998	(vertical	orange	line),	the	Artic	Jet	Stream	showed
a	drop	in	speed	(green	curve).	The	Antarctic	Jet	Stream	(SHP	–	blue
curve)	and	the	southern	Tropical	Jet	Streamm	(SHT	–	red	curve)	show
a	similar	reduction	in	speed	after	1999	(figure	155	[573]).
	

Figure	155:	Historical	trend	of	the	Jet	Streams	(1975–2006).

(Adapted	from	Archer	et	al.)

	
So	 since	 about	 1998,	when	 the	 solar	 activity	 started	 to	 drop,	 the

Arctic	Jet	Stream	has	shown	signs	of	weakness	(lower	speed	and	more
southerly	location).

	
Jet	 Stream	 latitudinal	 oscillations	 have	 been	 acknowledged	 by

mainstream	science	for	years.	They	are	allegedly	due	to	changes	in	the
Arctic	 Oscillation.	 [574]	 So	 far,	 no	 convincing	 explanation	 has	 been
provided	 for	 the	 causes	of	 this	 ‘oscillation’.	However,	 if	 the	 electric
nature	 of	 our	 solar	 system	 is	 taken	 into	 account,	 shifts	 in	 the	 Jet
Stream	begin	to	make	sense.	McCanney	has	suggested	an	explanation
for	the	correlation	between	southerly	shift	of	the	Jet	Stream	and	solar
activity	in	the	following	terms:



	
…	 these	magnetic	 fields	 became	 compressed	 as	 ‘solar	 storms’

hit,	 causing	 the	 transverse	 electric	 field	 to	 compress,	 which	 in	 turn
compressed	our	ionosphere.	[575]

	
Christopher	 T.	 Russell,	 a	 geophysics	 researcher	 at	 UCLA,	 has

described	 a	 similar	 phenomenon.	 [576]	Russell’s	model	 is	 depicted	 in
figure	156.	It	involves	planet	Venus,	but	the	fundamentals	are	similar
for	Earth,	as	demonstrated	by	geophysicist	H.G.	Zhuang.	[577]
	
Russell’s	 diagram	 (figure	 156)	 shows	 a	 deformation	 of	 the

ionosphere	 (green	 box)	 under	 pressure	 from	 the	 solar	 wind	 (red
arrow).	However,	 this	 deformation	 is	 not	 uniform:	 the	 ionosphere	 is
more	 compressed	where	 the	 solar	 winds	 ‘hit’	 (close	 to	 the	 equator)
than	above	the	polar	regions.
	

Figure	156:	Solar	winds	impacting	Venus’s	ionosphere.	(Adapted	from



Russell)

	
Thus,	solar	activity	induces	a	compression	in	the	ionosphere,	which

is	 more	 prominent	 at	 the	 level	 of	 the	 equator.	 This	 equatorial
compression	 of	 the	 positively	 charged	 ionosphere	 ‘pushes’	 the
positively	 charged	 Polar	 Jet	 Stream	 towards	 the	 north.	 Conversely,
weak	 solar	activity	 ‘decompresses’	 the	 ionosphere	at	 the	 level	of
the	equator	and	allows	the	Arctic	Jet	Stream	to	move	south.
	
This	explanation	could	also	account	for	the	latitude	difference	of	the

Jet	Stream	in	winter	and	summer.	In	summer,	the	northern	hemisphere
faces	the	Sun,	so	the	northern	ionosphere	is	more	compressed	by	solar
winds	and	 the	 Jet	Stream	 is	pushed	northwards.	 In	winter,	when	 the
northern	 hemisphere	 receives	 less	 solar	 wind,	 the	 ionosphere	 above
the	northern	hemisphere	 relaxes	and	enables	 the	 Jet	Stream	 to	move
back	southward.	(See	figure	157.)
	

Figure	157:	In	winter,	the	Northern	hemisphere	is	tilted	away	from

the	Sun.	The	reduced	Solar	‘pressure’	decompresses	the	ionosphere.

(©	Polartrec.com)

	
Therefore,	 if	 solar	 activity	 is	 weak,	 the	 Jet	 Stream	 should	 be

observed	 at	 abnormally	 low	 latitudes.	 This	 is	what	 has	 happened	 in
recent	years,	particularly	over	Europe,	with	 the	Jet	Stream	as	 low	as



15°	 north	 in	winter	 (above	North	Africa)	when	 it	 should	 be	 around
60°	north	(above	Scotland)	[578].

	
A	 low-latitude	 Jet	 Stream	means	 that	 the	Arctic	 air	 located	 to	 the

north	 of	 the	 Jet	 Stream	 can	 reach	 lower	 latitudes,	 in	 particular	 the
‘temperate’	 regions.	 This	 overall	 shift	 to	 the	 south	 exposes	 low-
latitude	 regions	 (southern	 U.S.,	 southern	 Europe)	 to	 very	 cold
conditions.	 In	 this	 way,	 a	 lasting	 decrease	 in	 solar	 activity	 would
induce	 an	overall	 cooling	 of	 the	 ‘temperate’	 latitudes	 that	would	 be
increasingly	 less	 separated	 from	Arctic	air	by	a	more	 frequently	and
abnormally	 south-shifting	 polar	 Jet	 Stream.	 This	 could	 be	 an
agravating	factor	in	the	quick	onset	of	an	Ice	Age.
	

Meandering	Jet	Stream

Low	solar	activity	pushes	the	Jet	Stream	south,	but	it	also	makes	it
slow	 and	meandering.	 The	 Jet	 Stream	 can	 even	 ‘stall’.	 This	 is	 also
called	a	 ‘blockage’.	The	correlation	between	weak	solar	activity	and
Jet	 Stream	 blocking	 was	 demonstrated	 in	 2008.	 [579]	 A	 blockage
prevents	 the	 moist	 and	 relatively	 warm	 air	 above	 the	 ocean	 from
reaching	Western	Europe	and	heating	that	part	of	the	continent.	It	also
stops	 separating	 the	 relatively	 warm	 air	 of	 the	 temperate	 latitudes
from	 the	 cold	 air	 of	 the	 Arctic	 latitudes.	 The	 encounter	 of	 those
masses	 of	 air	 exhibiting	 very	 different	 temperatures	 can	 lead	 to
extreme	 weather	 phenomena	 like	 massive	 rainfall,	 snowfall	 and
violent	winds.

	
Instead	 of	 neatly	 separating	 cold	 regions	 from	 hot	 regions	 and

providing	 fairly	 stable	 and	 predictable	 weather	 patterns,	 the
meandering	Jet	Stream	creates	heterogeneous	air	regions	that	manifest
locally	in	a	succession	of	hot	and	cold	air	pockets.	This	succession	of
warm,	moist	 air	 and	 dry,	 cold	 air	 is	 an	 important	 cause	 of	 weather



perturbations	(anticyclones,	warm	fronts,	depressions,	cold	fronts).	 It
generates	unstable	 situations	 such	as	 ‘cold	drops’	 surrounded	by	hot
air	and,	conversely,	‘hot	drops’	surrounded	by	cold	air.	In	2009,	2010,
2011	 and	 2012,	 Europe	 experienced	 ‘abnormal’	 cold	 waves	 while
North	 America	 experienced	 ‘abnormal’	 cold	 waves	 in	 2013	 and	 in
2014.	 [580]	During	winter	2013-2014	the	UK	experienced	flooding	not
seen	for	more	than	250	years	 [581]	and	Northern	America	experienced
the	previously	mentioned	record	cold	temperatures.
	
A	 similar	 weak	 meandering	 Jet	 Stream	 configuration	 occurred	 in

February	 2011,	 when	 more	 than	 half	 the	 northern	 hemisphere
was	covered	in	snow	(figure	158).
	

Figure	158:	2/2/2011	-	satellite	image	showing	the	extent	of	snow

cover.	(©	NOAA)

	
During	 this	 anomaly,	 the	 Jet	Stream	was	 exhibiting	 relatively	 low

speeds,	a	meandering	path	and	a	quasi-‘blockage’,	as	shown	in	figure
159	 depicting	 the	 Jet	 Stream	 over	 North	 America	 on	 February	 2nd,
2011.	The	path	of	the	Jet	Stream	is	colored	in	gray.	You	can	see	that	it
meanders	a	 lot,	with	 its	 latitude	varying	between	70°	and	20°	north,
while	 the	 section	 flowing	 above	 central	 US	 literally	 moves



‘backwards’	 (a	 pronounced	 westward	 direction	 instead	 of	 the	 usual
strong	 eastward	 direction).	 The	 lower	 latitude	 reached	 by	 the	 Jet
Stream	is	abnormally	low	(down	to	almost	20°	north	over	Mexico).
	
The	shades	of	gray	(figure	159)	are	proportional	to	the	speed	of	the

Jet	 Stream	 (see	 scale	 at	 the	 bottom	 of	 the	 image).	 Most	 of	 the	 Jet
Stream	 is	dark	gray,	which	corresponds	 to	a	 speed	of	approximately
70	 knots	 [582].	 This	 figure	 is	 relatively	 low	 compared	 to	 the	 typical
winter	 speed	 of	 the	 Jet	 Stream,	 which	 is	 about	 110	 knots.	 [583]	 [584]
Above	 Alaska,	 it	 is	 experiencing	 a	 quasi-‘blockage’,	 where	 it	 is
narrow	 and	 its	 color	 dark	 gray	 (low	 speed).	 This	means	 that	 in	 this
area	the	Jet	Stream	circulation	is	much	reduced;	it	is	almost	‘stalling’.
	

Figure	159:	Jet	Stream	over	North	America	(February	2nd,	2011).	(©

SFSU)



	
The	area	 south	of	 the	 Jet	Stream	 is	 colored	 in	orange	 to	 represent

the	 mass	 of	 warm	 air,	 while	 the	 area	 north	 is	 colored	 in	 blue	 to
represent	 the	 cold	Arctic	 air.	A	 region	 exposed	 to	 a	meandering	 Jet
Stream	will	experience	alternating	warm	moist	air	 (orange)	and	cold
dry	air	(blue).	Typically,	when	warm	moist	air	follows	or	encounters	a
mass	 of	 cold	 air,	 it	 cools	 down	 and	 humidity	 condenses,	 leading	 to
rainfall	or	even	snowfalls.	The	higher	the	temperature	difference	and
the	faster	the	temperature	change,	the	more	dramatic	the	rainfalls	and
snowfalls.	As	a	result,	on	February	1st	and	2nd,	2011,	more	than	half	of
the	 northern	 hemisphere	 was	 covered	 in	 snow,	 with	 some	 areas	 –
Illinois	for	example	[585]	–	witnessing	two	feet	of	snow.
	
Notice	 the	 arrows	 representing	wind	 speed	 and	direction	 in	 figure

159.	In	 the	blue	area,	 the	arrows	have	an	overall	southerly	direction,
indicating	 that	 half	 the	U.S.	 experienced	 a	massive	draft	 of	 freezing
air	coming	directly	from	the	Arctic	(Polar	vortex).

	
In	 regions	 like	Europe	 and	North	America,	 global	 cooling	will	 be

worsened	by	the	weakening	of	the	Jet	Stream	and,	as	a	consequence,	it
will	 shift	 towards	 a	more	 southerly	 path	 exposing	usually	 temperate
latitudes	to	Arctic	air.
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CHAPTER	29:	STRANGE	SOUNDS
	

Over	the	last	few	years,	a	number	of	‘strange	sky	sounds’	(variously
described	 as	 trumpet-like,	 metallic,	 hissing,	 cracking,	 buzzing,	 and
swishing	 noises)	 have	 been	 reported	 all	 over	 the	 planet.	 [586]	 Their
origin	 is	 unclear,	 but	 eyewitnesses	 invariably	 describe	 them	 as
emanating	‘from	the	sky’	or	‘from	the	ground’;	they	are	brief,	lasting
just	 a	 few	 minutes	 at	 a	 time;	 and	 they	 are	 localized,	 though	 they
appear	to	occur	in	diverse	locations	simultaneously	or	in	clusters.
	

Figure	160:	The	‘Strange	sounds	map’	(©seektress.com)

	
The	first	‘strange	sound’	seems	to	have	been	reported	in	2009,	 [587]

but	 the	 phenomenon	 only	 really	 grabbed	 people’s	 attention	 in	 2011
when	a	strange	sound	was	 recorded	 in	Kiev	 [588],	Ukraine	on	August
11th.	 [589]	 Since	 then,	 hundreds	 of	 videos	 of	 these	 sounds	 have	 been
published	 on	 the	 Internet.	 An	 amateur	 researcher	 has	 listed	 187



strange	sounds	reports	on	his	personal	website	[590]	(see	figure	160).
	

One	 of	 the	 more	 notable	 instances	 of	 these	 strange	 sound
phenomena	happened	on	August	14th,	2012	during	a	televised	baseball
game	 at	 Tropicana	 Field	 in	 Tampa,	 Florida.	 [591]	 Hundreds	 of
thousands	of	supporters	and	TV	viewers	directly	witnessed	a	ghostly
noise	that	lasted	for	more	than	a	minute.
	

Figure	161:	The	Tropicana	Field	where	a	lasting	eerie	sound	was

heard	on	August	14th,	2012	(©	Wikimedia	Commons)

	
The	mainstream	 and	 alternative	media	 have	 variously	 labeled	 this

phenomenon	 a	 hoax,	 [592]	 ‘unexplained’,	 the	 result	 of	 government
secret	 weapons,	 the	 activation	 of	 HAARP,	 or	 the	 by-product	 of
construction	work	on	underground	bases.
	



Fake	 videos,	 with	 simulated	 or	 copied	 audio	 recordings	 of	 some
legitimate	events,	have	also	been	doing	the	rounds,	 injecting	a	 lot	of
‘noise’	into	analyses	of	the	phenomenon.	[593]	One	of	the	few	scientists
quoted	on	the	topic	in	the	media	[594]	is	Elchin	Khalilov.	[595]
	

Figure	162:	Azerbaijani	geophysicist	Elchin	Khalikov

	
Khalikov	provided	the	following	explanation	for	the	strange	sounds

that	have	been	reported	all	over	the	globe:
	

In	 our	 opinion,	 the	 source	 of	 such	 powerful	 and	 immense
manifestation	 of	 acoustic-gravity	 waves	 must	 be	 very	 large-scale
energy	 processes.	 These	 processes	 include	 powerful	 solar	 flares	 and
huge	energy	flows	generated	by	them,	rushing	towards	Earth’s	surface
and	 destabilizing	 the	 magnetosphere,	 ionosphere	 and	 upper
atmosphere.	Thus,	 the	 effects	 of	 powerful	 solar	 flares:	 the	 impact	 of
shock	 waves	 in	 the	 solar	 wind,	 streams	 of	 corpuscles	 and	 bursts	 of
electromagnetic	 radiation	 are	 the	 main	 causes	 of	 generation	 of
acoustic-gravitation	waves	following	increased	solar	activity.

	
Given	 the	 surge	 in	 solar	 activity	 as	 manifested	 in	 the	 higher

number	and	energy	of	solar	flares	since	mid-2011,	we	can	assume
that	there	is	a	high	probability	of	impact	of	the	substantial	increase	in
solar	activity	on	the	generation	of	the	unusual	humming	coming	from
the	sky.	[596]

	
While	Khalikov	 is	 certainly	 onto	 something,	 he’s	 also	 leading	 the

reader	astray	by	blaming	 these	strange	sounds	on	“the	surge	 in	solar



activity	as	manifested	in	the	higher	number	and	energy	of	solar	flares
since	mid-2011.”
	
Note	 that	 Khalikov	 refers	 to	 solar	 flares,	 not	 sunspots.	 So	 let’s

check	solar	flares	activity	in	recent	years.
	

Figure	163:	Monthly	count	of	Solar	flares,	1998-2013	(©	Solar

Influences	Data	Analysis	Center)

	
As	 shown	 in	 figure	 163,	 solar	 flare	 activity	 has	 (timidly	 and

erratically)	 increased	 since	 2011	 (green	 vertical	 line),	 although,	 as
we’ve	 already	 seen	 [597],	 we’re	 in	 an	 unusually	 weak	 solar	 cycle
(SC24)	that	was	preceded	by	another	weak	cycle	before	it	(SC23).
	
Strange	 sounds	 have	 been	 reported	 since	 2009.	 Since	 then,	 there

have	been	between	0	and	450	solar	flares	per	month.	If,	as	stated	by
Khalikov,	the	increase	in	flare	activity	is	the	cause	of	strange	sounds,
why	then	were	they	not	reported	in	2000	when	the	monthly	solar	flare
activity	ranged	between	400	and	800?

	
In	addition	 to	pointing	 to	 the	wrong	cause,	Khalikov	does	a	major

disservice	 to	 people	 by	 implying	 that	 the	 Sun	 is	 unusually	 active	 at
this	time	when	the	truth	is	just	the	opposite.



	
However,	 ‘[the	 destabilization	 of]	 the	 magnetosphere,	 ionosphere

and	 upper	 atmosphere’	mentioned	 by	Khalikov	 seems	 to	 be	 a	 valid
and	useful	observation.	These	‘strange	sounds’	do	appear	to	be	some
form	of	electrophonic	phenomenon.
	
These	are	not	acoustically	propagated	booms	and	rumbles,	such	as

those	heard	seconds	or	minutes	after	 the	 sighting	of	a	 fireball.	Also,
electrophonic	 sounds	 shouldn’t	 be	 confused	 with	 electrophonic
hearing,	 which	 is	 due	 to	 the	 passage	 of	 an	 electric	 current	 (of	 a
particular	frequency	and	intensity)	through	the	human	body.	[598]
	
Electrophonic	 sounds	were	 first	 described	 by	 astronomer	Edmund

Halley	 [599]	 who	 collected	 accounts	 of	 the	 large	 meteor	 fireball	 that
was	 observed	 over	 England	 in	 1719.	 Numerous	 witnesses	 reported
hissing	sounds	as	the	fireball	passed,	as	if	 it	had	been	very	close	by.
[600]	But	 according	 to	Halley’s	 triangulation	 calculations,	 the	 fireball
flew	 60	 miles	 overhead.	 At	 this	 altitude,	 sound	 takes	 about	 five
minutes	 to	 reach	 the	 Earth’s	 surface.	 So	 how	 was	 it	 possible	 to
explain	 the	 fact	 that	 witnesses	 simultaneously	 heard	 and	 saw	 this
meteor?	 Halley	 dismissed	 this	 as	 sheer	 fantasy	 on	 the	 part	 of	 the
eyewitnesses’,	due	to	‘an	affrighted	imagination’,	and	his	conclusion
became	 scientific	 consensus	 for	 centuries,	 despite	 recurring
observations	of	electrophonic	sounds	accompanying	meteor	fireballs.

	
During	the	1940s,	some	scientists	started	reconsidering	the	problem

in	terms	of	physics,	and	by	the	1980s,	Australian	physicist	Colin	Keay
demonstrated	that	fireballs	can	indeed	produce	electrophonic	sounds.
Keay	 found	 that,	 in	 addition	 to	 generating	 light,	 fireballs	 also	 emit
very	 low	 frequencies	 (VLF)	 [601],	which	 travel	 at	 light	 speed,	 [602]
hence	 the	 simultaneous	 visual	 and	 auditory	 perceptions	 reported
above.	 In	1988,	Watanabe	et	al	 achieved	 the	 first	detection	 [603]	 of	 a
VLF	signal	from	a	meteor	fireball.



	

Colin	Keay,	Australian	physicist	and	astronomer.	Keay	is	the	father

of	Geophysical	Electrophonics	(©	vicskeptics.com)

	
These	VLFs	 are	 due	 to	 turbulences	 generated	 in	 the	 geomagnetic

field	 (i.e.	 Earth’s	 magnetic	 field)	 by	 the	 magnetic	 influence	 of	 the
fireball.	This	is	not	a	mechanical	phenomenon,	but	an	electromagnetic
one:	the	fireball	not	only	creates	turbulence	in	the	surrounding	air	(i.e.
a	 sonic	 boom),	 but	 also	 electromagnetic	 radiation,	 which	 creates
turbulence	 in	 the	 surrounding	 geomagnetic	 field	 (VLF).	 [604]	 VLF
radio	waves	 cannot	 be	 heard	 by	 humans,	 of	 course.	However,	VLF
sound	waves	match	part	of	the	normal	human	auditory	range.	[605]



	
The	electrophonic	sounds	produced	by	meteors	are	usually	reported

as	a	hissing	or	crackling	sound,	but	they	can	cover	a	whole	variety	of
sounds	 and	 frequencies.	 [606]	 Keay	 demonstrated	 in	 lab	 experiments
how	meteors	 could	 generate	VLFs	 and	 also	 how	 these	VLFs	 could
then	 be	 transduced	 into	 audible	 sounds.	 [607]	 The	 human	 body
itself	 can	act	 as	 a	 transducer,	 but	 external	 transduction	 enabled
by	a	nearby	object	(like	a	pair	of	glasses	or	an	antenna,	for	example)
is	more	effective	than	transduction	occurring	within	the	ear.	[608]
	
Also,	the	previously	mentioned	‘opening	up’	of	the	Earth	[609]	can	be

the	 source	 of	 electrophonics.	Most	 of	 the	Earth’s	 crust	 can	 become
highly	 conductive	 if	 subjected	 to	 mechanical	 stress/shock,	 and	 this
high	 conductivity	 might	 very	 well	 produce	 turbulence	 in	 the
electromagnetic	 field	 of	 the	 Earth,	 both	 underground	 and	 in	 the
atmosphere.	Maybe	when	rocks	‘wake	up’,	they	don’t	just	sparkle	and
glow	as	 indicated	 by	Freund	 [610]	 but,	 under	 the	 right	 circumstances,
they	also	‘sing’?

	
This	would	explain	why	numerous	testimonies	state	that	the	sound

‘came	from	ground	level’	or	from	several	locations	or	from	a	nearby
location,	 or	 from	 the	 sky,	 or	 ‘everywhere	 and	 nowhere’.	 Keay	 also
mentions	that	people’s	sensitivity	to	electrophonic	sounds	is	variable,
[611]	 perhaps	 explaining	 why	 some	 people	 report	 hearing	 an
electrophonic	 sound	 and	 others	 don’t,	 despite	 being	 present	 in	 the
same	location.
	
Some	 fundamentalist	 Christians	 identify	 these	 sounds	 with	 the

‘Trumpet	of	 Jericho’.	 [612]	Actually,	 this	 last	 explanation	may	hold	 a
grain	of	truth,	particularly	if	the	story	of	Jericho	records	a	mythicized
meteoric	 event.	 In	 such	 a	 scenario,	 meteoric	 electrophonic	 sounds
might	have	eventually	come	to	be	remembered	as	‘trumpet-like’,	and
the	subsequent	destruction	of	 the	walls	of	 the	city	due	to	a	cometary



bombardment-induced	 earthquake	 and	 fire	 might	 have	 later	 been
transformed	 in	 the	 biblical	 narrative	 into	 an	 attack	 by	 the	 Israelite
army.
	

Figure	165:	The	taking	of	Jericho	by	Jean	Fouquet	(oil	on	canvas,

c.	1450).

	
The	 Old	 Testament’s	 Jericho	 is	 not	 an	 isolated	 example.	 From

John’s	 ‘Revelations’	 [613]	 to	 Ovid’s	 Metamorphosis,	 [614]	 the	 New
Testament’s	‘Acts’,	 [615]	Homer’s	Iliad,	 [616]	chronicles	of	the	Ancient
Roman	 Empire,	 and	 numerous	 myths	 and	 legends,	 [617]	 ancient	 and
historical	 accounts	 have	 linked	 blasting	 horns	 and	 trumpets	 to	mass
destruction.



	
Often	associated	with	such	sounds	were	 images	of	 ‘fire-breathing’

dragons	 and	 gods	 bringing	 death	 and	 destruction	 with	 their
thunderbolts,	 rocks,	 fire	 and	 brimstone.	 As	 shown	 by	 Clube	 and
Napier,	 [618]	 among	 others,	 these	 are	 most	 likely	 depictions	 and
memories	of	ancient	encounters	with	comets,	from	a	time	when	such
heavenly	occurrences	were	much	more	frequent	and	dramatic.
	
In	 addition	 to	 eerie	 noises,	 electrophonics	 may	 also	 trigger

mutations	 within	 living	 creatures,	 including	 humans,	 even	 in	 the
absence	of	mutagenic	radiation,	as	explained	in	the	following	excerpt:
	

Some	genetic	anomalies	were	reported	in	the	plants,	insects	and
people	 of	 the	 Tunguska	 region.	 Remarkably,	 the	 increased	 rate	 of
biological	mutations	was	found	not	only	within	the	epicenter	area,	but
also	 along	 the	 trajectory	 of	 the	 Tunguska	 Space	 Body	 (TSB).	 At
that	no	 traces	of	 radioactivity	were	 found,	which	could	be	 reliably
associated	with	 the	 Tunguska	 event.	 The	main	 hypotheses	 about	 the
nature	of	the	TSB,	a	stony	asteroid,	a	comet	nucleus	or	a	carbonaceous
chondrite,	 readily	 explain	 the	 absence	 of	 radioactivity	 but	 give	 no
clues	how	 to	deal	with	 the	genetic	anomaly.	A	choice	between	 these
hypotheses,	 as	 far	 as	 the	 genetic	 anomaly	 is	 concerned,	 is	 like	 the
choice	between	‘blue	devil,	green	devil	and	speckled	devil,’	 to	quote
late	 Academician	 N.V.	 Vasilyev.	 However,	 if	 another	 mysterious
phenomenon,	 electrophonic	 meteors,	 is	 evoked,	 the	 origin	 of	 the
Tunguska	genetic	anomaly	becomes	less	obscure.	[619]

	



Figure	166:	A	tree	from	Tunguska	exhibiting	ring	enlargement	right

after	1908.	(©	University	of	Bologna)

	
In	 conclusion,	 alongside	 atmospheric	 dust,	 surface	 impacts,

overhead	 explosions,	 electromagnetic	 pulses	 and	 airborne	 viruses,
electrophonic	sounds	are	another	documented	effect	of	meteors.
	
As	 noted,	 meteors	 are	 not	 the	 only	 phenomena	 that	 can

generate	electrophonic	sounds.	Earthquakes,	[620]	lightning	[621]and
Northern	 lights	 (Aurora	 Borealis)	 [622]	 have	 been	 shown	 to	 be
sources	 of	 electrophonics	 also.	 They	 display	 a	 strong
electromagnetic	 activity	 that	 explains	 the	 disruption	 of	 the
geomagnetic	 field	 and	 the	 emission	 of	 VLF.	 More	 globally,	 any
substantial	 change	 in	 the	 electromagnetic	 environment	 of	 the	 planet
might	induce	turbulence	in	the	geomagnetic	field.



	
The	 association	 between	 electrophonic	 sound	 and	 disasters	 in

general	 (and	 cometary	 activity	 in	 particular)	 has	 been	 repeatedly
mentioned	 in	 ancient	 texts.	 It	 seems	 that	 what	 we	 are	 currently
experiencing	is	nothing	new,	just	another	wave	of	cosmic	changes	and
subsequent	earthly	destruction.

	
And,	 once	 again	 the	 elite	 rulers	 are	 trying	 to	 depict	 this

phenomenon	as	manmade,	harmless	and	unrelated	to	anything	else	of
any	import,	whereas	these	sounds	are	in	fact	intimately	related	to	the
ongoing	cosmic	changes	and	to	very	destructive	natural	events.
	



Footnotes

[586]:	Quinn,	 J.,	 ‘Strange	Noises	 in	 the	Sky:	Trumpets	 of	 the	Apocalypse?’,	Signs	Of	The	Times.	 29
January	2012.
	

See:	 www.sott.net/article/240826-New-Sott-Report-Strange-Noises-in-the-Sky-Trumpets-of-the-
Apocalypse
	

[587]:	Ibid.
	

[588]:	Ortega,	X.	‘More	Unexplained	Sounds,	Tremors	&	Lights	From	The	Skies’,	ghosttheory.com,	20
August	2011.
	

See:	www.sott.net/article/233902-More-Unexplained-Sounds-Tremors-Lights-From-The-Skies
	

[589]:	Interestingly,	this	sound	occurred	right	at	the	peak	of	the	Perseid	meteor	showers	(July	17-Aug.
24).

	
See:	‘How	to	see	the	best	meteor	shower	of	the	year’,	Asteroid	Watch	–	NASA,	31	December	2011.

	
www.jpl.nasa.gov/asteroidwatch/meteor.cfm

	

[590]:	187	events	between	September	9,	2008	and	September	3,	2013.	See:	Kramer,	L.,	‘Strange	Sounds
Maps’,	Seektress,	21	January	2012.	seekstress.com/ssounds.htm
	

[591]:	 Koehli,	 H.,	 ‘The	 Cs	 Hit	 List	 06:	 Let’s	 Do	 the	 Planetary	 Twist	 to	 the	 Tune	 of	 the	 Brothers
Heliopolis’,	Signs	Of	The	Times,	29	February	2012.	See:	www.sott.net/article/242280-The-Cs-Hit-List-06-
Lets-Do-the-Planetary-Twist-to-the-Tune-of-the-Brothers-Heliopolis
	

[592]:	Some	debunkers	cite	the	inspiration	for	the	‘hoax’	being	the	release	of	Kevin	Smith’s	film,	Red
State,	which	premiered	 in	September	2011,	 just	weeks	after	 the	Kiev	video	emerged,	and	which	 features
similar	apocalypse-inspired	trumpet	sounds.
	

[593]:	Boyett,	J.,	‘Are	the	‘Strange	Sounds’	Videos	a	Hoax?’,	Huffington	Post,	8	February	2012.



	
See:	www.huffingtonpost.com/jason-boyett/are-the-strange-sounds-vi_b_1258049.html

	

[594]:	 Khalikov’s	 analysis	 has	 been	 covered	 in	 international	 news	 magazines	 and	 encyclopedias,
including	the	website	of	NATO	International	Program.
	

[595]:	Azerbaijani	geophysicist	who	has	published	over	250	scientific	works	and	more	than	300	popular
science	articles.
	

[596]:	‘Strange	Sounds	in	Sky	Explained	by	Scientists’,	Signs	Of	The	Times,	28	January	2012.
	

See:	www.sott.net/article/240863-Strange-Sounds-in-Sky-Explained-by-Scientists
	

[597]:	See	Chapter	14:	‘Variations	in	solar	activity’
	

[598]:	Gordon,	Flottorp,	‘Effect	of	Different	Types	of	Electrodes	in	Electrophonic	Hearing’,	J.	Acoust.
Soc.	Am.	Volume	24,	Issue	4,	pp.	447-448
	

[599]:	1656-1742.	English	astronomer,	geophysicist,	mathematician,	meteorologist,	and	physicist	who	is
best	known	for	having	calculated	the	orbit	of	the	eponymous	Halley’s	Comet.
	

[600]:	‘Listening	to	Leonids’,	NASA,	November	26th,	2001.
	

See:	science1.nasa.gov/science-news/science-at-nasa/2001/ast26nov_1/
	

[601]:	 Radio	 frequencies	 in	 the	 3	 kHz	 to	 30	 kHz	 range,	 with	 wavelengths	 between	 10	 and	 100
kilometers.
	

[602]:	VLF	speed	is	299,792	km/s,	while	the	speed	of	light	is	300,000	km/s.
	

[603]:	Christou	et	al.,	 ‘Comparative	studies	of	meteoroid-planet	 interaction	 in	 the	 inner	solar	system’,
Planetary	and	Space	Science,	2007,	Vol.55(14),	pp.2049-2062
	



[604]:	 Keay,	 C.,	 ‘Progress	 in	 Explaining	 the	 Mysterious	 Sounds	 Produced	 by	 Very	 Large	 Meteor
Fireballs’,	Journal	of	Scientific	Exploration,	7,	No	4,	337-354,	1993
	

[605]:	The	human	ear	picks	up	sound	that	is	between	20	and	20,000	Hertz.
	

[606]:	Keay,	C.,	‘Continued	progress	in	electrophonic	fireball	investigations’,	Earth,	Moon,	and	Planets,
1995,	Vol.68(1),	pp.361-368
	

[607]:	Keay,	C.,	&Ostwald’s	Laboratory,	‘Test	of	the	Production	of	Electrophonic	Sounds’,	Journal	of
the	Acoustical	Society	of	America,	89(4)	Pt(1),	1823-1824,	1991
	

[608]:	Keay,	C.,	‘The	1978	New	South	Wales	Fireball’,	Nature,	285,	464-466,	1980
	

[609]:	See	Chapter	23:	‘Earth	opening	up:	earthquakes	and	volcanic	eruptions’
	

[610]:	 Freund,	 T.F.,	 2003.	 ‘Rocks	 That	 Crackle	 and	 Sparkle	 and	 Glow:	 Strange	 Pre-Earthquake
Phenomena’,	Journal	of	Scientific	Exploration,	vol.	17,	no.	1,	p.37
	

[611]:	Keay,	C.,	‘Continued	progress	in	electrophonic	fireball	investigations’,	Earth,	Moon,	and	Planets,
1995,	Vol.68(1),	p.364.
	

[612]:	 Joshua	6:20.	 ‘When	 the	 trumpets	 sounded,	 the	 army	 shouted,	 and	 at	 the	 sound	of	 the	 trumpet,
when	the	men	gave	a	loud	shout,	the	wall	collapsed.’
	

[613]:	The	Apocalypse	of	John,	Revelation	8:	‘And	I	saw	the	seven	angels	which	stood	before	God;	and
to	them	were	given	seven	trumpets…	The	first	angel	sounded,	and	there	followed	hail	and	fire	mingled	with
blood,	and	they	were	cast	upon	the	earth:	and	the	third	part	of	trees	was	burnt	up,	and	all	green	grass	was
burnt	up…	And	the	second	angel	sounded,	and	as	it	were	a	great	mountain	burning	with	fire	was	cast	into
the	sea:	and	the	third	part	of	the	sea	became	blood.	And	the	third	part	of	the	creatures	which	were	in	the	sea,
and	had	life,	died;	and	the	third	part	of	the	ships	were	destroyed…	And	the	third	angel	sounded,	and	there
fell	a	great	star	from	heaven,	burning	as	it	were	a	lamp,	and	it	fell	upon	the	third	part	of	the	rivers,	and	upon
the	 fountains	 of	waters.	And	 the	 name	of	 the	 star	 is	 called	Wormwood:	 and	 the	 third	 part	 of	 the	waters
became	wormwood;	and	many	men	died	of	the	waters,	because	they	were	made	bitter.	And	the	fourth	angel
sounded,	and	the	third	part	of	the	sun	was	smitten,	and	the	third	part	of	the	moon,	and	the	third	part	of	the
stars;	so	as	the	third	part	of	them	was	darkened,	and	the	day	shone	not	for	a	third	part	of	it,	and	the	night
likewise.’



	

[614]:	Ovid,	Metamorphosis,	Book	15	(8	AD):	[Gods	send	signs,	earthquakes,	darkness]	‘…	still	 they
gave	no	uncertain	portents	of	the	woe	that	was	at	hand.	They	say	that	the	clashing	of	arms	amid	the	dark
storm-clouds	and	fear-inspiring	trumpets	and	horns	heard	in	the	sky	forewarned	men	of	the	crime;	also	the
darkened	face	of	the	sun	shone	with	lurid	light	upon	the	troubled	lands.	Often	firebrands	were	seen	to	flash
amidst	the	stars;	often	drops	of	blood	fell	down	from	the	clouds;	the	morning-star	was	of	dusky	hue	and	his
face	was	blotched	with	dark	red	spots,	and	Luna’s	chariot	was	stained	with	blood.’
	

[615]:	Acts	 of	 the	Apostles	 2:2-3:	 ‘Suddenly	 a	 sound	 like	 the	 blowing	 of	 a	 violent	wind	 came	 from
heaven	and	filled	the	whole	house	where	they	were	sitting.	They	saw	what	seemed	to	be	tongues	of	fire	that
separated	and	came	to	rest	on	each	of	them.’
	

[616]:	Homer,	Iliad,	Book	XXI:	‘They	fell	on	one	another	with	a	mighty	uproar	-	Earth	groaned,	and	the
spacious	firmament	rang	out	as	with	a	blare	of	trumpets.’
	

[617]:	 For	 further	 myths	 associating	 horns,	 comets	 and	 destruction,	 like	 Islam’s	 Israfel,	 Norse	 god
Heimdall,	 the	Roman	Triton,	and	 the	Arthur	 legend,	see	Mike	Baillie’s	books,	Exodus	 to	Arthur	and	The
Celtic	Gods	and	Knight-Jadczyk,	L.,	Secret	history	of	the	World,	Vol.	II,	Comets	and	the	Horns	of	Moses
	

[618]:	Clube,	V.	&	Napier,	W.,	Cosmic	Winter
	

[619]:	 Silagadze,	 Z.K.,	 ‘Tunguska	 genetic	 anomaly	 and	 electrophonic	 meteors’,	 Astronomy	 &
Astrophysics,	2008
	

[620]:	Keay,	C.,	‘Audible	fireballs	and	geophysical	electrophonics’,	Astronomical	Society	of	Australia,
vol.	11,	no.	1,	p.	12-15
	

[621]:	Vinkovic,	D.	et	al.,	‘Global	Electrophonic	Fireball	Survey:	a	review	of	witness	reports,	WGN,	the
Journal	of	the	IMO,	11	November	2002.
	

[622]:	 Laine	U.	K.,	 Turunen	E.,	Manninen	 J.,	Nevanlinna	H.,	 ‘Measurements	 and	 analysis	 of	 sounds
during	active	aurorae	in	Finland	2000-2001’,	URSI	General	Assembly,	Maastricht,	August	17-24,	2002.
	



CHAPTER	 30:	 GEOGRAPHIC	 TILT
AND	MAGNETIC	REVERSAL
	

The	 Earth	 has	 two	 kinds	 of	 poles:	 geographic	 and	magnetic.	 The
geographic	poles	define	 the	axis	 around	which	 the	planet	 spins.	The
magnetic	poles	are	 the	 locations	where	 the	 lines	of	Earth’s	magnetic
field	are	vertical.
	

Figure	167:	Magnetic	poles	and	geographic	poles	relative	to	the

ecliptic.	(©	electricYouniversE.com)



	
As	you	can	see	in	figure	167,	the	magnetic	poles	and	the	geographic

poles	 are	 set	 along	 two	 distinct	 axes.	 Neither	 of	 them	 is
perpendicular	 to	 the	plane	 of	 the	 ecliptic	 –	 the	 plane	 of	 the	 solar
system	 (purple).	 Instead	 of	 being	 vertical	 (black	 dashed	 line),	 the
geographic	axis	(green	line)	has	a	23.5°	tilt	relative	to	the	ecliptic,	and
the	magnetic	axis	(black	line)	has	an	11°	tilt	relative	to	the	geographic
axis.

	
If	 our	 planet	 had	 experienced	 an	 uniformitarian,	 eventless

developmental	history,	the	geographic	and	magnetic	poles	should	both
be	perfectly	vertical	(figure	168).
	



Figure	168:	Aligned	magnetic	and	geographic	poles.	(©	Sott.net)

	

Tilt	of	the	geographic	poles

Let’s	 first	 focus	 on	 the	 geographic	 pole	 and	 its	 23.5°	 tilt.	 As
mentioned	 above,	 if	 our	 planet	 had	 been	 accreting	 matter	 to	 itself,
rotating	quietly	within	 its	solar	system	cradle	with	 its	 fellow	nursery
mates	 for	 billions	 of	 years,	 which	 is	 the	 official	 theory,	 then	 its
rotation	 axis	 should	 be	 vertical.	 Even	 classical	 mechanics	 –	 which
doesn’t	take	into	account	the	electric	nature	of	our	Universe	–	shows
that	 an	 external	 factor	 is	 necessary	 for	 the	 Earth’s	 rotation	 axis	 to
change	and	not	be	vertical.	The	following	was	stated	as	early	as	1878:
	

When	 a	 mass	 of	 matter	 is	 in	 rotation	 about	 an	 axis,	 it	 cannot	 be
made	to	rotate	about	a	new	one	except	by	external	forces.	[623]

	



Later	 on,	 scientists	 discovered	 the	 existence	 of	 an	 electric	 field	 in
which	our	planet	 is	 embedded,	which	 led	 to	 a	better	 explanation	 for
the	tilt	of	the	Earth’s	geographic	axis:
	

…	the	Earth’s	field	is	tied	up	in	some	ways	with	the	rotation	of	the
planet.	 And	 this	 leads	 to	 a	 remarkable	 finding	 about	 the	 Earth’s
rotation	 itself	 …	 The	 Earth’s	 axis	 of	 rotation	 has	 also	 changed.	 In
other	words,	the	Earth	has	rolled	about,	changing	the	location	of	its
geographical	poles	…	[624]

	
Zoologist	 François	 de	 Sarre	 confirms	 that	 the	 rotation	 axis	 of	 the

planet	should	be	vertical	and	explains	how	the	electric	force	generated
by	a	highly	charged	comet	passing	close	to	Earth	could	easily	interact
with	Earth	and	shift	its	rotation	axis:
	

Armin	Naudiet	 [625]	noted	that	 the	attraction	exerted	by	the	Sun	on
the	 Earth	 gyroscope	 would	 cause,	 in	 a	 long	 run,	 its	 straightening
[spinning	axis	perpendicular	to	the	plane	of	the	solar	system],	because
our	 planet	 is	 not	 a	 perfect	 sphere.	 Geometrically	 speaking,	 it	 is	 an
ellipsoid.	 Due	 to	 its	 own	 rotation	 and	 the	 existence	 of	 a	 higher
centrifugal	 force	at	 the	equator,	 the	Earth	deforms:	 it	 is	not	spherical
but	slightly	flattened	at	 the	poles.	In	other	words,	 if,	as	astronomers
admit,	 our	 planet	 rotates	 ‘quietly’	 (that	 is	 to	 say	without	 having
been	 ‘shaken’)	 for	billions	of	years	around	the	Sun,	 there	should
be	 no	 axis	 inclination…	and	 no	 seasons,	 since	 they	 result	 from	 the
inclination	 (23	°	26	 ‘)	of	 the	Earth’s	axis	 relative	 to	 the	plane	of	 the
solar	system.

	
In	 any	 case,	 the	 recent	 discovery	 near	 the	 poles	 of	 a	 fossil	 fauna

(dinosaurs!)	rather	used	to	heat	seem	to	support	the	thesis	of	an	Earth
without	seasons	during	the	Secondary	era.	 [626]	It	was	hot	all	over	the
globe!…

	
How	to	explain	that	there	are	now	seasons	(in	our	latitudes)	and	that

the	 Earth	 ‘nods’	 its	 head,	 oscillating	 around	 its	 tilted	 axis?
Presumably	it	received	a	‘big	shock’.	The	asteroid	that	ended	the
saga	of	dinosaurs	 is	now	widely	accepted	 in	science	–	 in	 terms	of
the	impact	and	its	immediate	consequences.	But	not	a	word	about



the	disruption	that	could	result	in	the	Earth’s	rotation.
	

In	his	book,	[627]	German	engineer	Hans-Joachim	Zillmer	thinks	the
current	tilt	of	the	Earth	is	due	to	a	celestial	body	carrying	a	strong
electric	 potential	 (a	 comet?),	 which,	 passing	 close	 to	 Earth,	 has
tilted	[it][…]

	
Suppose	 a	 close-passing	 comet	 has	 recurred	 here	 for	 a	 few

thousand	years.	Exposed	 to	 the	sudden	presence	of	electrokinetic
forces,	 the	 inclination	 of	 the	 axis	 of	 the	 Earth	 relative	 to	 the
ecliptic	could	have	increased	sharply,	up	to	30	or	35	degrees…	No,
no	danger	that	Earth	would	tip	over;	let	us	recall	the	image	of	the	toy
top!

	
Then	the	Earth	began	to	recover	slowly.	This	would	explain	the

phenomenon	of	the	precession	of	the	equinoxes.	Contrary	to	what
astronomers	 usually	 think,	 it	 would	 not	 be	 constant,	 but	 be
steadily	declining,	since	 the	Earth	returns	 to	 its	original	position,
perpendicular	to	the	plane	of	the	solar	ecliptic	(despite	the	inertia	of
the	system).	[628]

	
As	 emphasized	 in	 the	 above	 excerpt,	 an	 external	 agent	 has	 to	 be

factored	 in	 to	 explain	 the	 current	 tilt	 of	 the	 Earth’s	 rotation	 axis.	A
highly	charged	comet	passing	close	enough	to	Earth	could	very	well
be	the	responsible	agent,	exerting	massive	electro-gravitational	forces
on	the	planet	and	‘pulling’	the	geographical	axis	away	from	its	default
vertical	position.	If	this	scenario	is	accurate,	the	Earth	has	been	slowly
returning	to	its	default	vertical	position	(because	of	 the	inertia	of	 the
gyroscope	that	is	planet	Earth).

	
However,	for	mainstream	science,	Earth’s	obliquity	(i.e.	its	axial	tilt

angle)	 has	 always	 been	 there	 and	 is	 gently	 oscillating	between	22°1
and	 24°2	 every	 40,000	 years,	 on	 average.	 [629]	 There	 are	 even	 pre-
made	 formulae,	 like	 the	 Newcomb	 formula,	 [630]	 that	 calculate	 the
Earth’s	tilt	one	million	years	in	the	future	or	in	the	past.	But	all	these
figures	 about	 the	 past	 or	 future	 tilt	 of	 our	 planet	 are	 based	 on



theoretical	models	that	don’t	even	fit	past	observations.
	
George	 Dodwell	 [631]	 conducted	 an	 extensive	 study	 of	 ancient

observations	of	the	obliquity	of	Earth.	He	gathered	120	measurements
[632]	 spanning	 the	 last	 four	 millennia,	 from	 1100	 BC	 up	 to	 the	 20th
century.	[633]
	



Figure	169:	Obliquity	of	the	ecliptic	over	the	period	2345	BC–2000

AD.	Newcomb	theoretical	formula	(red)	vs.	Dodwell’s	compiled

observations	(blue).	(©	Dodwell)

	
The	graph	in	figure	169	covers	the	period	2450	BC	to	1960	AD.	It



shows	 the	 evolution	of	Earth	obliquity	 (in	degrees)	 according	 to	 the
Newcomb	theoretical	model	(red	line)	and	the	observations	compiled
by	Dodwell	(blue	curve).

	
The	observations	 compiled	 by	Dodwell	 not	 only	 diverge	 from	 the

theoretical	 model	 held	 by	 mainstream	 science,	 but	 also	 define	 an
almost	perfect	logarithmic	curve.	This	logarithmic	curve	–	showing	a
sudden	and	pronounced	change	(at	least	several	degrees)	in	obliquity
c.	 2345	 BC	 –	 strongly	 suggests	 the	 occurrence	 of	 a	 major	 cosmic
event	that	rolled	the	Earth	over.
	
At	this	time,	severe	climatic,	geological	and	archaeological	changes

occurred	 in	 which	 the	 great	 Bronze	 Age	 civilizations	 in	 Egypt,
Mesopotamia	and	Greece	were	wiped	out.	For	example,	out	of	the	350
Early	 Bronze	 Age	 sites	 in	 ancient	 Greece,	 more	 than	 300	 were
destroyed	and	many	others	were	abandoned.	[634]
	
The	 scientific	 community	 generally	 agrees	 that	 a	 major	 disaster

occurred	 at	 that	 time.	 [635]	The	 discovery	 of	 half	 a	 dozen	 craters	 [636]
which	were	formed	within	a	century	of	2350	BC	including	a	massive
one	(3.4	km	diameter)	that	was	discovered	in	Iraq	 [637]	confirmed	the
asteroid	hypothesis	promoted	for	years	by	several	scientists.	[638]
	



Figure	170:	The	Umm	Al	Binni	Lake	in	the	Al’Amarah	marshes,	Iraq	(©

NASA)

	
Dodwell	 supposed	 that	 a	 very	 strong	 cometary	 impact	 had	 been

necessary	to	jolt	the	Earth	from	its	default	vertical	position	to	its	new
tilt.	However,	only	a	very	 large	body	could	account	for	a	substantial
change	 in	 tilt.	 [639]	But,	as	described	by	François	De	Sarre,	cometary
bodies	 don’t	 necessarily	 have	 to	 impact	 Earth’s	 surface	 in	 order	 to
alter	its	rotation.	A	highly	charged	comet	passing	close	enough	to	our
planet	could	even	exert	greater	electro-gravitational	forces,	sufficient
to	 tilt	 Earth’s	 rotation	 axis,	 than	 the	 mechanical	 consequences
resulting	from	a	direct	impact.
	
Several	researchers	 [640]	have	shown	that	meteors	do	not	have	to	hit

the	Earth	directly	 in	order	 to	have	a	devastating	effect,	 including	the
creation	 of	 craters.	 [641]	 [642]	 In	 1908,	 an	 object	 exploded	 three	miles
above	Tunguska,	in	Siberia,	with	the	force	of	thousands	of	Hiroshima
bombs,	 laying	waste	 to	 over	 1,250	 square	miles	 of	 land	 below	 [643].
The	Tunguska	overhead	explosion	might	even	have	produced	a	crater.
In	2007	Italian	geologist	Gasperini	investigated	Lake	Cheko:
	

We	 report	 results	 from	 the	 investigation	of	Lake	Cheko,	 located	8
km	NNW	of	 the	 inferred	 explosion	 epicenter.	 Its	 funnel-like	 bottom
morphology	and	the	structure	of	its	sedimentary	deposits,	revealed	by



acoustic	 imagery	 and	direct	 sampling,	all	 suggest	 that	 the	 lake	 fills
an	impact	crater.	[644]

	

Figure	171:	Lake	Cheko	in	the	Siberian	region	of	Tunguska	(©

University	of	Bologna)

	
The	asteroid-induced	geographic	tilt	of	the	Earth	hypothesis	is	also

strongly	 supported	 by	 the	 numerous	 earthquakes	 our	 planet
experienced	 around	 this	 time.	 Only	 a	 substantial	 and	 global	 crustal
slippage	could	explain	the	disruption	that	affected	the	whole	planet:
	

[…]the	 most	 significant	 aspect	 of	 the	 geological	 evidence	 is	 the
crustal	movements	 [645]	 that	 apparently	began	 at	 about	 the	 same
time	around	2300	BC	at	many	regions	of	the	Earth.	[646]

	
As	shown	by	Dodwell’s	research,	since	2345	BC	the	Earth’s	tilt	has

decreased,	 quickly	 at	 first	 (since	 it	 was	 far	 away	 from	 its	 normal
rotation	 axis)	 and	 then	 slower	 and	 slower,	 hence	 the	 logarithmic
curve.	 Eventually	 the	 Earth’s	 rotation	 axis	 might	 reach	 its	 default
vertical	 setting	 –	 assuming	 nothing	 happens	 in	 the	 meantime	 to



interfere	with	this	process.
	

The	Earth	behaves	 like	 a	 spinning	 top,	 rotating	 around	 its	 vertical
axis,	which	 is	 then	 jolted	 out	 of	 its	 default	movement.	 The	 rotation
axis	 of	 the	 top	 is	 tilted,	 and	 it	 wobbles	 because	 of	 this	 external
disturbance.	Then,	due	 to	 its	gyroscopic	properties,	which	push	 it	 to
keep	its	axis	pointed	always	 in	 the	same	direction,	 the	 top	returns	 to
its	initial	configuration.
	
This	 wobble	 of	 the	 Earth	 is	 also	 called	 ‘Chandler’s	 wobble’	 or

‘nutation’.	Such	an	instability	is	symptomatic	of	a	flawed	equilibrium:
the	Earth’s	axis	of	rotation	does	not	coincide	with	its	center	of	inertia.
[647]	 If	 the	Earth’s	 current	 state	was	 solely	 the	 result	 of	 an	 eventless
linear	evolution,	 its	axis	would	be	vertical	and	 the	wobble	would	be
nonexistent.

	
One	of	the	few	plausible	explanations	for	such	major	disruption	is	a

change	 in	 the	 orientation	 of	 the	 Earth’s	 spinning	 axis	 induced	 by
electromagnetic	forces	exerted	by	a	nearby	comet.	In	such	a	scenario:
	

1.	 The	 change	 in	 spinning	 axis	 would	 move	 the	 equatorial	 bulge	 from	 the
previous	equatorial	 region	 to	 the	new	one.	That	would	amount	 to	massive
amounts	 of	 compression	 around	 the	 former	 equatorial	 region	 (decreased
centrifugal	forces)	and	massive	extension	forces	around	the	new	equatorial
region	(increased	centrifugal	forces).

2.	 A	sudden	change	in	spinning	axis	can	induce	‘crustal	slippage’.	Because	of
the	viscous	properties	of	the	mantle	and	core	of	our	planet,	only	part	of	the
torque	exerted	by	the	close	fly-by	of	a	comet	can	be	transmitted	to	the	inner
region	 of	 the	 Earth.	 The	 solid	 crust	 rotates	 more	 than	 the	 more	 liquid
mantle.	The	difference	in	rotation	between	the	core	and	the	crust	is	equal	to
the	crustal	slippage.

	



Figure	172:	Geographic	and	magnetic	axis	before	and	after	a

cometary	disturbance.	(©	Sott.net)

	
On	the	left	of	the	drawing	in	figure	172,	the	Earth	is	shown	with	its

two	vertical	and	aligned	axes	(magnetic	and	rotational).	On	the	right,
the	effects	of	a	nearby	comet	tilting	the	geographic	axis	23.5°	relative
to	 the	 initial	 vertical	 axis	 and	 tilting	 the	 core	 by	 12°,	 hence	 a	 11.5°
crustal	slippage.
	
Notice	 that	 the	 effects	 of	 such	 a	 sudden	 slippage	would	 be	much

more	 dramatic	 than	 the	 effects	 of	 the	 limited	 slippage	 due	 to	 the
Earth’s	minute	slowdown	described	previously.	[648]
	

Magnetic	poles

Let’s	 now	 consider	 the	 Earth’s	magnetic	 field,	 also	 known	 as	 the
geomagnetic	 field.	We	might	 believe	 it	 is	 immutable	when	 thinking
about	 sailors	 who	 use	 their	 compass	 to	 find	 their	 way	 on	 the	 open
ocean.	In	reality,	the	geomagnetic	field	keeps	changing	in	intensity
and	in	direction	(figure	173).



	

Figure	173:	On	the	left,	variation	in	the	location	of	the	magnetic

pole	(200	A.D.	–	now).	On	the	right,	variation	in	the	intensity	of

the	magnetic	field	over	the	last	800.000	years	(©	COAS	/	NASA)

	
The	 change	 in	 location	 of	 the	 magnetic	 poles	 is	 the	 reason	 why

sailing	maps	are	provided	with	a	date	of	print	and	a	declination	(angle
between	 the	 geographic	 pole	 and	 the	magnetic	 pole).	Depending	 on
the	 date	 when	 the	 sailor	 calculates	 his	 route,	 he	 will	 adjust	 this
declination	 because	 of	 the	 ever-changing	 location	 of	 the	 magnetic
pole.
	
Actual	measurements	of	the	intensity	of	the	total	geomagnetic	field

began	 in	Gauss’s	 observatories	 in	 1840.	 [649]	 Since	 then,	 it	 has	 been
continually	decreasing	at	a	rate	of	6.3%	per	century.	At	this	rate,	the
intensity	of	 the	 field	will	 reach	0	 in	1,600	years.	 [650]	This	 trend	has
been	confirmed	by	studies	of	 the	magnetization	 in	ancient	clay	pots,
showing	 that	 the	Earth’s	magnetic	 field	was	approximately	 twice	 as
strong	in	Roman	times.	[651]
	
The	 geomagnetic	 field	 comes	 from	 several	 sources.	 One	 of	 them

seems	 to	 be	 linked	 to	 solar	 activity.	 Several	 scientists	 [652]	 have
demonstrated	 a	 positive	 correlation	 between	 solar	 activity	 and	 the
intensity	of	Earth’s	magnetic	field,	as	depicted	by	figure	174.



	

Figure	174:	Earth’s	geomagnetic	activity	(dashed	black	curve)	vs.

solar	activity	(blue	curve)	over	the	period	1873–1981.	(©

Courtillot	&	Le	Mouel)

	
This	variable	magnetic	field	might	be	induced,	at	least	partly,	by	the

jet	stream	(see	figure	175).	Indeed,	if	a	positive	charge	is	moved	in	a
circle	 eastwards	 (green	 arrows),	 it	 generates	 a	 magnetic	 field
exhibiting	the	same	polarity	as	the	geomagnetic	field	(yellow	arrows).
This	 is	 the	 case	with	 the	polar	 and	 the	mid-latitude	 jet	 streams.	The
induced	 magnetic	 field	 will	 have	 the	 same	 direction	 if	 a	 negative
charge	is	moved	westwards,	which	is	the	case	with	the	equatorial	 jet
stream	(red	arrow).
	



Figure	175:	Magnetic	fields	(B)	induced	by	the	jet	streams.	(©

Sott.net)

	
This	might	explain	why	when	solar	activity	is	low,	the	geomagnetic

field	 decreases	 in	 intensity.	 Notice,	 however,	 that	 those	 variations
are	 extremely	 small	 and	 amount	 to	 less	 than	 0.01%	 [653]	 of	 the
geomagnetic	field	intensity.
	
Another	non-mutually	exclusive	possibility	is	that	solar	activity

and	the	geomagnetic	field	are	driven	by	the	same	cause.
	
A	second	source	of	the	geomagnetic	field	is	the	Earth’s	crust.	Iron,

a	 magnetic	 element,	 is	 a	 major	 constituent	 of	 our	 planet’s	 crust,
accounting	for	32%	of	its	composition.	[654]	We	will	focus	on	the	crust
because	the	mantle	and	core	exhibit	temperatures	higher	 [655]	than	the
Curie	temperature	[656]	where	magnetic	elements	lose	their	magnetism.

	



Notice	 that	magnetized	 elements	 like	 iron	 can	 be	 almost	 instantly
demagnetized	 or	 re-magnetized.	 For	 example,	 an	 iron	 rod	 can	 be
magnetized	simply	by	rubbing	a	magnet	on	it,	 i.e.	subjecting	the	rod
to	the	magnetic	field	of	the	magnet.
	
Cometary	bodies	 carry	 a	high	electric	 charge	 and	 therefore	 emit	 a

strong	magnetic	field.	Thus,	the	magnetic	field	of	a	nearby	comet	may
be	 capable	 of	 demagnetizing	 crustal	 iron.	 Similarly,	 the	 electric
discharge	between	a	nearby	comet	and	Earth	can	generate	a	magnetic
field	 capable	 of	 magnetizing	 crustal	 iron.	 Examples	 of	 crustal
demagnetization	 induced	 by	 a	 cometary	 body	 have	 been	 found	 on
Mars,	 where	 a	 whole	 region	 located	 within	 and	 around	 a	 crater
exhibits	no	magnetism,	unlike	the	rest	of	the	Red	Planet.	[657]
	
So	 far	 we	 have	 identified	 two	 factors,	 the	 jet	 streams	 and	 the

remnant	 magnetism	 held	 by	 the	 iron-rich	 crust,	 contributing	 to	 the
Earth’s	magnetic	field.	However,	as	suggested	by	its	overall	shape	and
confirmed	 by	 a	 number	 of	 scientists,	 90%	 of	 the	 geomagnetic	 field
comes	from	the	core	of	the	Earth.	[658]
	



Figure	176:	The	Earth's	magnetic	field	(©	SBG	System)

	
The	geomagnetic	 field	 is	 evidence	of	 a	 powerful	 energy	 source	 at

the	center	of	the	Earth	 [659].	Traditional	geophysical	models	of	energy
sources	for	the	geomagnetic	field	invoke	the	decay	energy	of	naturally
occurring	long-lived	radionuclides	[660]	or	the	movement	of	iron	in	the
core	 that	 produces	 electricity	 and	 subsequently	 magnetism	 (the
‘geodynamo	effect’	 [661])	or	the	assumed	ongoing	growth	of	the	inner
core	by	 cooling,	which	 is	 supposed	 to	 release	gravitational	 potential
energy	and	latent	heat	of	crystallization.	[662]
	
However,	 those	 energy	 sources	can	 only	 change	 gradually	 and	 in

only	one	direction	over	time.	The	Earth’s	magnetic	field,	by	contrast,
exhibits	massive	intensity	fluctuations	in	both	directions.	[663]
	
In	order	 to	explain	 those	 two-way	variations,	 some	scientists	have

proposed	the	hypothesis	of	a	nuclear	fission	reactor	at	the	core	of	the
Earth	[664]	but	deficient	neutrino	counts	tend	to	falsify	this	theory.	[665]
	



In	 any	 case,	 the	Earth	 seems	 to	 be	 able	 to	 provide	 a	 variable	 and
endless	 supply	 of	 energy.	 The	 Earth	 manages	 to	 1)	 refill	 itself	 and
keep	 providing	 electrons	 into	 the	 Earth/ionosphere	 capacitor	 2)
provide	 a	 massive	 amount	 of	 heat	 to	 the	 mantle,	 3)	 maintain	 a
magnetic	field	that	has	been	in	existence	for	millions	of	years.
	
This	 is	actually	very	similar	 to	 the	Sun	situation	which	provides	a

seemingly	endless	supply	of	energy	and	for	which	a	deficient	neutrino
count	falsifies	the	nuclear	reaction	hypothesis.	[666]
	
Like	 the	 Sun	 and	 other	 stars,	 the	 Earth	 might	 be	 tapping	 into	 an

external	 energy	 source	 that	 powers	 its	 core,	which	 in	 turn	 heats	 the
mantle,	provides	electrons	for	the	atmospheric	capacitor	and	generates
most	of	the	geomagnetic	field.
	

Geomagnetic	reversal

At	high	temperatures,	rocks	do	not	exhibit	any	magnetic	properties:
they	 are	 nonmagnetic.	 But	 when	 they	 are	 cooled	 down	 below	 the
Curie	Point,	[667]	they	acquire	and	keep	a	magnetic	orientation	equal	to
that	 of	 the	 Earth	 at	 the	 time	when	 the	 cooling	 occurred.	 This	 is	 an
interesting	 property	 since	 it	 can	 provide	 information	 about	 the
orientation	 of	 the	 geomagnetic	 field	 at	 the	 time	 of	 major	 volcanic
activity	(the	eruption	of	rock	in	liquid	form:	magma).

	
In	 particular,	 evidence	 of	 magnetic	 pole	 reversals	 can	 be	 seen	 at

ocean	ridges,	where	tectonic	plates	move	apart	and	the	seabed	is	filled
in	with	magma.	As	the	magma	seeps	out	of	the	mantle,	the	magnetic
particles	 contained	 within	 it	 are	 oriented	 in	 the	 direction	 of	 the
magnetic	field	at	the	time	the	magma	cools	and	solidifies.
	
Paleomagnetism,	the	scientific	study	of	past	orientations	of	Earth’s

magnetic	 field,	 has	 shown	 that	 old	 magma	 frequently	 exhibits



reversed	magnetic	polarity,	indicating	that	at	the	time	it	solidified,	the
magnetic	field	was	reversed.	Thanks	to	the	study	of	ocean	ridges,	[668]
scientists	 have	 managed	 to	 reconstruct	 the	 geomagnetic	 past	 of	 our
planet	and	have	discovered	that	magnetic	pole	reversal	was	actually	a
fairly	common	phenomenon.
	

Figure	177:	Orientation	of	the	geomagnetic	field	over	the	last	150

million	years.	(©	all-geo.com)

	
In	 figure	 177,	 the	 black	 areas	 show	 periods	 of	 ‘normal’

geomagnetism,	 similar	 to	 the	magnetic	 polarity	we	 are	 experiencing
today.	The	white	areas	show	periods	of	reversed	magnetic	polarity.

	
The	 intensity	of	 the	Earth’s	magnetic	 field	has	been	 reconstructed

over	 the	 last	 two	 million	 years,	 [669]	 and	 it	 shows	 that	 magnetic
reversals	occur	frequently	–	about	once	every	100,000	years	–	and	that
most	 of	 the	 time	 the	 reversal	 follows	 a	 very	 sudden	 drop	 in	 the
intensity	of	the	geomagnetic	field.	Figure	178	shows	six	reversals	(red
arrows)	 preceded	 by	 a	 steep	 decline	 in	 the	 intensity	 of	 the
geomagnetic	field.
	



Figure	178:	Earth’s	magnetic	field	intensity	and	magnetic	pole

reversal	over	the	last	two	million	years.	(©	Jean	Pierre	Valet	–

CNRS)

	
It	was	previously	believed	 that	 the	 timescale	 for	pole	 reversal	was

between	10,000	and	100	years.	[670]	However	it	appears	that	magnetic
pole	reversals	can	happen	much	quicker,	with	orientation	changes
[671]	up	to	6°	per	day.	[672]	This	rate	is	exceptionally	high,	being	10,000
times	faster	than	the	usual	rate	of	change	in	magnetic	orientation	 [673]
and	leading	to	reversals	that	could	take	place	in	a	matter	of	days.	[674]
	
In	 addition,	 it	 appears	 that	 rocks	 exhibiting	 reversed	 magnetic

polarity	show	magnetic	charges	up	to	100	times	what	could	have	been
generated	by	the	Earth’s	magnetic	field.

	
The	 above	 suggests	 an	 external	 agent	 that	 could	 dramatically

increase	the	magnetic	field	measured	on	Earth.	Comets	and	their	high
electrical	activity	could,	if	close	enough,	trigger	a	discharge	exchange
with	the	Earth.
	

Figure	179:	The	geomagnetic	field:	between	reversals	on	the	left

and	during	reversal	on	the	right	(©	Wikimedia	Commons)

	
Such	a	discharge	could	generate	massive	magnetic	fields	(hence

the	 high	 magnetic	 charges	 measured	 in	 rocks	 exhibiting	 reverse
polarity	 and	 spikes	 in	 the	 geomagnetic	 field	 before	 reversals),
destabilize	 the	 existing	geomagnetic	 field,	 and	be	 the	 trigger	 for	 the



‘re-set’	that	sees	‘North’	become	‘South’	and	vice	versa.
	
Interestingly,	 such	geomagnetic	 ‘spikes’	 seem	 to	be	 also	 linked	 to

global	cooling	episodes:
	

Four	potential	geomagnetic	events	(‘archeomagnetic	jerks’),	marked
by	 strong	 intensity	 increases,	 are	 observed	 and	 appear	 to	 be
synchronous	 with	 cooling	 episodes	 in	 the	 North	 Atlantic.	 This
temporal	 coincidence	 strengthens	 the	 recent	 suggestion	 that	 the
geomagnetic	 field	 influences	 climate	 change	over	multi-decadal	 time
scales.	[675]

	
As	 a	 matter	 of	 fact,	 comets	 are	 a	 prime	 source	 of	 dust	 and

magnetism.	 Thus,	 a	 cometary	 event	 can	 be	 the	 cause	 of	 both
geomagnetic	 jerks	 (induced	 by	 cometary	 discharges)	 and	 cooling
events	(induced	by	cometary	dust).
	
However,	 notice	 that	most,	 but	 not	 at	 all,	 geomagnetic	 reversals

are	 preceded	 by	 magnetic	 surges,	 accompanied	 with	 global	 cooling
episodes	and	followed	by	mass	extinction.	[676]
	
Therefore,	 cometary	 discharges	 can’t	 be	 the	 only	 cause	 of

geomagnetic	reversal.	The	Sun	experiences	a	magnetic	reversal	every
22	 years,	 although	 no	 cometary	 activity	 could	 cause	 such	 a
phenomenon.	The	magnetic	fields	of	the	Earth	and	the	Sun	might	be
modulated	by	a	factor	that	science	has	not	yet	discovered.
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CHAPTER	31:	ONE	COSMIC	CAUSE,
NUMEROUS	EARTHLY	EFFECTS
	

Most	 of	 the	 phenomena	 analyzed	 above	 seem	 to	 have	 started	 or
accelerated	 around	 the	 turn	 of	 the	 21st	 century.	 Figure	 180
recapitulates	 them.	 However,	 keep	 in	 mind	 that	 most	 of	 these
observations	 are	 based	 on	 publicly	 available	 data.	 I	 suppose	 only	 a
very	 paranoid	mind	would	 suspect	 that	 the	 data	 has	 been	 ‘cooked’.
However,	it	wouldn’t	be	the	first	time.	For	example,	researchers	of	the
University	of	East	Anglia	did	just	that	to	global	temperature	data.	The
Climate	Research	Unit	incident	soon	became	known	as	‘Climategate’,
quite	an	apt	name	when	we	reflect	on	what	happened:
	

…AGW	 [677]	 proponents	 are	 under	 fire	 resulting	 from	 release	 of
more	 emails	 in	 the	 ‘Climategate’	 scandals.	These	 emails	 show,	 as	 in
the	previous	 release	 two	years	 ago,	 that	 a	small	 cabal	of	 influential
scientists	promoted	the	AGW	line,	schemed	to	suppress	dissenting
views,	 bullied	 journal	 editors,	 hid	 the	 decline,	 and	 in	 private
expressed	 much	 more	 uncertainty	 than	 their	 public	 statements
would	 connote.	While	we	 are	waiting	 to	 see	 the	 fallout	 from	 recent
revelations,	I	offer	for	your	consideration	an	essay	by	British	scientist
and	engineer	Dr.	John	Brignell	titled:	‘How	we	know	they	know	they
are	 lying.’	 Among	 other	 things,	 he	 discusses	 the	 difference	 between
real	science	and	bureaucratic	science	(BS)	[678]

	



Figure	180:	Concomitant	symptoms	of	the	approaching	Nemesis	and	its

swarm	(year	it	picked	up,	notes	and	sources).	(©	Sott.net)

	
As	we	will	see	in	the	final	part,	the	elite	rulers	of	our	world,	as	well

as	 their	 servants,	 a	 largely	 corrupt	 scientific	 community	 (there	 are
numerous	 exceptions)	 and	 the	 bought	 and	 paid	 for	 (no	 exceptions)
mainstream	media,	 have	 several	 good	 reasons	 to	 hide	what	 is	 going
on,	 or	 at	 least	 to	 minimize	 it.	 So	 it’s	 not	 outside	 the	 realm	 of
probability	 that	 the	 available	 data	 underestimates	 the	 enormity	 of
‘Earth	 changes’.	 Anyhow,	 even	 though	 we	 only	 have	 publicly



available	 data	 to	 go	 on,	 the	 current	 situation,	 and	 probable
developments,	are	pretty	clear	based	on	personal	observations	and	the
global	sharing	of	information	via	the	internet.
	
The	 overall	 trend	 is	 confirmed	 in	 figure	 181.	 Since	 2003,	 the

increase	 in	 natural	 catastrophes	 has	 intensified	 (purple	 line	 –
ascending	 linear	 regression),	 with	 2012	 and	 2013	 seeing	 countless
records	being	broken	 [679]	(floods,	earthquakes,	cold,	meteor	fireballs,
and	drought).	Apart	from	2000,	the	last	eight	years	(2006-2013)	have
been	the	most	chaotic	ones	since	the	beginning	of	the	records	in	1980.
	

Figure	181:	Natural	catastrophes	over	the	period	1980–2013.	(©

Munich	RE)

	
The	 fact	 that	 natural	 catastrophes	 and	 the	 ‘symptoms’	 described

above	are	becoming	more	frequent	and	intense	suggest	 that	Nemesis
and	 its	 accompanying	 cometary	 swarm	 have	 not	 yet	 reached
perihelion	 (closest	 point	 to	 the	 Sun)	 and	 may	 still	 be	 approaching
somewhere	 in	 the	 far	 reaches	 of	 the	 solar	 system.	 Until	 Nemesis
passes	perihelion,	we	should,	in	the	coming	years,	continue	witnessing
an	increase	in	both	the	frequency	and	intensity	of	its	effects.	And	no,
it	is	not	likely	that	such	a	body	would	ever	come	into	the	inner	solar
system	 [680]	 itself.	 All	 of	 the	 phenomena	 described	 in	 this	 book	 can
manifest	 as	 a	 result	 of	 the	 electrical	 disruptions	 to	 the	 Sun	 by	 a



relatively	 close	 approach,	 and	 the	 concomitant	 increase	 in	 cometary
flux	that	acts	as	Nemesis’	calling	cards.
	



Figure	182:	Global	effects	of	the	approaching	Nemesis	and	its

accompanying	cometary	swarm.	(©	Sott.net)

	
All	of	 the	mentioned	phenomena	–	 the	quiescence	of	 the	Sun,	 the

increase	 in	 cometary	 activity	 and	 cataclysms,	 global	 cooling,	 the
increase	 in	 sinkholes,	 the	 disruption	 of	 oceanic	 streams	 and	 jet
streams,	 etc.	 –	 are	 typically	 considered	 to	 be	 ‘anomalies’,	 to	 be
explained	away,	where	possible,	as	the	results	of	human	activity	(e.g.
anthropogenic	 climate	 change,	manmade	 ‘chemtrails’,	 ‘missile	 tests’
or	 space	 junk	 concealing	 fireballs,	 pipes	 breaking	 explaining
sinkholes,	 etcetera).	 While	 their	 reality	 is	 sometimes	 publicly
acknowledged,	 mainstream	 sources	 systematically	 underreport	 these



‘anomalies’	 and	 downplay	 their	 consequences.	 The	 constituted
authorities	 consider	 them	 harmless,	meaningless,	 stable	 (in	 terms	 of
their	frequency)	and,	therefore,	ultimately	unrelated.

	
But	this	is	simply	not	true.	These	‘anomalies’	are	not	due	to	random

chance	or	human	activity;	 they	are	 the	result	of	 fundamental	 cosmic
changes.	 They	 are	 not	 harmless;	 they	 are	 becoming	 increasingly
destructive,	 and	 they	 are	 responsible	 for	 a	 growing	 number	 of
casualties	 and	 natural	 disasters.	 Their	 frequency	 is	 not	 stable;	 they
have	been	increasing	since	the	turn	of	the	century.	And	ultimately,	it
is	extremely	unlikely	that	they	are	unrelated;	rather,	they	all	are	likely
to	stem	from	the	same	fundamental	cause:	the	possible	approach	of	a
solar	 companion	 and	 its	 cometary	 swarm.	 In	 that	 sense,	 they	 are	 all
related	 to	 a	 systemic,	 growing,	 and	 global	 phenomenon,	 and	 they
affect	all	regions	of	the	planet.
	
For	 decades,	 some	 ‘heretical’	 scientists	 have	 studied	 the	 electric

nature	of	the	universe,	cometary	cycles,	the	impact	of	solar	activity	on
Earth,	 and	 cyclical	 catastrophes.	 Their	 work	 presents	 fundamental
challenges	 to	 the	prevailing	orthodoxy,	which	assumes	 that	we	 live
in	a	predictable	and	stable	universe.
	
The	problem	for	 the	high	priests	of	official	 science	 is	 that,	 if	 they

were	 to	 recognize	 the	 role	 played	 by	 the	 Sun,	 its	 companion	 and	 a
cometary	swarm	in	these	phenomena,	they	would	ultimately	be	faced
with	 the	 following	 fundamental	 questions:	 ‘What	 factor(s)	modulate
the	 Sun’s	 activity?’	 ‘Do	 we	 have	 any	 power	 to	 alter	 these
phenomena?’	 ‘What	 future	 awaits	 us?’	 ‘What	 is	 the	 cause	 of	 the
ongoing	changes?’
	
The	vast	 disinformation	 campaign	 led	by	 the	 authorities	 regarding

these	 ‘anomalies’	 is	 betrayed	 by	 their	 dubious	 theories,	 which
obfuscate	the	common	cause	connecting	all	these	phenomena,	the	true



gravity	of	the	situation,	and	the	probable	results	in	our	near	future.	If
people	knew	the	truth,	they	would	realize	what	our	future	has	in	store.
They	would	realize	the	lies	they’ve	been	fed.	They	would	realize	that
the	elites	do	not	have	their	best	interests	in	mind	or	at	heart,	and	that
so	much	more	could	be	done	for	humanity	at	large	if	the	rulers	would
stop	the	destruction,	the	raping	and	pillaging	of	the	Earth,	and	started
fulfilling	their	responsibilities.
	
And	they	might	even	realize	–	as	populations	have	done	in	the	past

–	that	those	very	elites	who	are	supposed	to	protect	them	might	very
well	be	the	cause	of	this	threatening	situation	and	our	gloomy	future.
This	is	what	we	will	focus	on	in	the	final	part	of	this	book.
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PART	4

ROLE	OF	THE	ELITES,	THE
HUMAN-COSMIC	CONNECTION

	



CHAPTER	32:	THE	MANDATE	OF
HEAVEN

	

The	legitimacy	of	the	ruling	class	–	whatever	political	form	it	may
take	–	is	based	on	the	illusion	 that	it	can	protect	the	people,	whether
from	war,	 famine,	 economic	 hardship,	 or	 any	 other	 kind	 of	 disaster
that	 disrupts	 the	 everyday	 routine	 of	 their	 lives	 and	 livelihood.	 The
following	excerpt	illustrates	this	point:
	

I	want	this	country	to	realize	that	we	stand	on	the	edge	of	oblivion.	I
want	every	man,	woman	and	child	to	understand	how	close	we	are	to
chaos.	I	want	everyone	to	remember	why	they	need	us!	[681]

	

Figure	183:	Chancellor	Adam	Sutler	urging	his	lieutenants	to

hystericize	the	population.	Snapshot	from	the	film	‘V	for

Vendetta’(©	Warner	Bros)

	
If	 the	 earthly	 disruptions	 described	 in	 Part	 III	were,	 as	 these	 very

authorities	claim,	manmade	and/or	negligible,	the	elites	would	indeed



be	able	to	control	them.	As	frightening	as	the	problems	really	are,	this
is	a	comforting	 thought,	 and	 it	 is	used	expertly	on	 the	public	 in	 this
craze	to	control	CO2	(see	figure	185).
	
In	fact,	the	anthropogenic	global	warming	scheme	was	essentially	a

propaganda	campaign	–	not	to	mention	a	vast	financial	scam	and	guilt
trip	imposed	by	those	who	consume	the	most	–	designed	to	convey	the
message	that	the	cause	of	the	so-called	climate	change	is	known	and,
therefore,	 ultimately	 fixable.	 Indeed,	 the	 authorities	 even	 designed
workable	 solutions,	 which	were	 then	 implemented,	 such	 as	 banning
CFCs,	 [682]	promoting	clean	energy	 [683]	and	reducing	CO2	emissions.
[684]

	
When	people	begin	to	become	aware	of	atmospheric,	geological	and

climatic	 disruptions	 and	 all	 the	 ills	 they	 bring	 upon	 a	 society,	 they
individually	 and	 collectively	 look	 to	 their	 leaders	 to	 do	 something
about	it	–	to	‘fix	things’.	This	is	the	origin	of	the	concept	of	the	Divine
King.	 [685]	Traditionally,	 the	king	 is	 supposed	 to	be	able	 to	 intercede
with	 the	 gods	 for	 his	 people.	 If	 the	 king	 is	 unsuccessful	 with	 his
intercession,	 a	 solution	 has	 to	 be	 found.	 Sacrifices	 are	made,	 rituals
performed	and,	of	course,	if	all	that	doesn’t	work	–	if	the	gods	remain
angry	–	then	the	king	has	to	die.
	



Figure	184:	The	high	priest	places	the	sins	on	the	scapegoat.	(©

Davis	Collection)

	
This	 impulse	may	 stem	 from	 the	 same	 or	 a	 similar	 ‘brain	 switch’

that	 drives	 people	 to	 seek	 whatever	 relieves	 stress,	 no	 matter	 how
irrational	 the	 means.	 In	 other	 words,	 if	 the	 gods	 are	 angry,	 find	 a
scapegoat.	When	 it	 is	 the	nation	 that	 is	 threatened,	 the	most	obvious
guilty	 person	 or	 persons	 are	 those	 in	 charge:	 the	 king	 and	 his	 elite.
What’s	 more,	 rulers	 instinctively	 know	 their	 vulnerability	 to	 this
reaction	and	take	steps	to	avoid	it.
	
Looked	at	from	a	different	angle,	given	that	human	history	appears

to	be	defined	by	a	succession	of	more	or	less	corrupt	ruling	elites,	and
if	we	assume	that	such	corruption	(and	its	spread	throughout	society)
is	the	mechanism	by	which	a	civilization	attracts	cosmic	catastrophes
(as	we	will	argue	below),	 then	blaming	and	deposing	the	ruling	elite
may	actually	be	an	effective	 solution.	The	problem,	however,	 is	 that
the	 underlying	 mechanism	 is	 not	 understood	 by	 the	 people,	 which
means	 that	 they	 lack	 the	knowledge	 that,	 if	 they	are	 to	avoid	further
destruction,	 they	must,	at	all	costs,	 first	prevent	 the	establishment	of



any	future	corrupt	elite;	 [686]	they	must	avoid	the	‘meet	the	new	boss,
same	as	the	old	boss’	trap.
	
In	 the	 end,	 the	 people	 and	 the	 elite	 both	 seek	 a	 paradigm	 that

downplays	cyclical	catastrophes,	but	 they	do	 it	 for	different	 reasons.
The	 people	 want	 to	 relieve	 the	 enormous	 stress	 of	 a	 certain	 but
unpredictable	major	catastrophe	–	they	wish	to	believe	in	the	overall
stability	and	safety	of	the	cosmos	–	while	the	elite	wants	to	remain	in
power.	The	compromise	 that	serves	both	objectives	 is	 the	 illusion	of
an	 elite	 that	 is	 able	 to	 protect	 the	 people	 from	 any	 disaster.	 This
illusion	can	take	various	forms:	rituals	to	appease	the	gods,	revision	of
history	 to	 show	 an	 uniformitarian	 evolution	 of	 humanity,	 the
manipulation	of	science,	lots	of	propaganda,	etc.
	
This	 lie	 works	 especially	 well	 during	 periods	 of	 calm	 between

major	catastrophes.	When	the	skies	are	quiet,	it’s	easier	to	believe	that
they	have	always	been	and	will	always	be	so.	However,	history	shows
that	whenever	a	situation	arises	over	which	 the	 ruling	elites	have	no
control	 –	 when	 famines,	 earthquakes	 and	 plagues	 have	 struck	 and
taken	a	heavy	 toll,	when	volcanoes	erupt	or	comets	blaze	across	 the
sky,	 or	 when	 meteor	 storms	 and	 weather	 anomalies	 increase	 –	 the
illusion	 falls	 apart,	 the	 raison	d’être	 of	 the	 elites	 (i.e.	 protecting	 the
people)	 collapses	 and	 the	 target	 has	 always,	 and	 ever	 will	 be,
ultimately,	the	ruling	classes.	And	they	know	it.	[687]
	
That	 is	 why	 the	 symptoms	 of	 increased	 cometary	 activity	 are

systematically	covered	up	by	the	elites	as	manmade	phenomena.	The
contrails	 due	 to	 higher	 concentrations	 of	 atmospheric	 cometary	 dust
are	depicted	as	‘chemtrails’	sprayed	by	government	agencies,	the	ever
more	frequent	overhead	cometary	explosions	are	presented	as	‘missile
tests’	or	sonic	booms	from	military	jets,	the	cosmically-induced	global
cooling	 is	 labeled	 ‘anthropogenic	 global	 warming’,	 the	 increase	 in
atmospheric	 dust	 of	 cometary	 origin	 is	 considered	 a	 consequence	of
industrial	 pollution,	 increasing	 weather	 extremes	 are	 blamed	 on



HAARP	 and	 other	 ‘top	 secret’	 government-military	 programs,
sinkholes	are	blamed	on	defective	piping,	etc.
	

Figure	185:	For	the	past	425000	years,	much	earlier	than	the

industrial	revolution,	the	Vostok	ice	cores	show	a	strong

correlation	between	high	dust	concentration	(red	curve),	CO2

reduction	(green	curve)	and	temperature	drop	(blue	curve).

	
By	 attributing	 the	 cause	 of	 these	 cosmically-induced	 events	 to

humans,	 the	 elites	maintain	 the	 illusion	 that	 they	are,	at	 least	 to
some	degree,	 in	control;	 if	they	are	causing	it,	 then	theoretically,
at	least,	they	could	stop	it.
	
‘Chemtrails’	 can	be	 stopped	 if	 enough	people	petition	 the	world’s

governments	 to	cease	 the	 ‘sprayings’;	missile	 tests	can	be	stopped	 if
military	 budgets	 are	 reigned	 in;	 global	 warming	 can	 be	 reduced	 by
controlling	 manmade	 greenhouse	 gas	 emissions;	 burst	 pipes	 can	 be



repaired;	 global	 dimming	 will	 vanish	 if	 we	 stop	 polluting	 the
atmosphere:	‘Man	is	in	control	and	all	is	right	with	the	world’.

	
However,	 contrails	 triggered	 by	 increased	 cometary	 activity,

overhead	 cometary	 explosions,	 cosmically-induced	 weather
disruptions	and	the	accumulation	of	cometary	dust	in	the	atmosphere
cannot	 be	 changed	 by	 the	 elites,	 even	 if	 just	 theoretically.	 The
intimation	that	the	cosmos	is	threatening	the	survival	of	humanity	is	a
stress	too	intense	to	be	borne	by	most	people.
	
Even	 if	 ‘chemtrails’,	 global	 warming	 and	 missile	 tests	 are	 not

actually	stopped	in	practice,	the	very	idea	that	they	can	be	stopped	is
enough	to	invite	people	to	continue	supporting	the	illusion	of	control,
wishfully	thinking	that	all	it	will	take	is	a	public	awareness	campaign,
new	elections,	political	advocacy,	protests,	the	scapegoating	of	‘guilty
parties’,	etc.	But	it’s	all	a	lie,	and	if	the	public	realizes	this,	 the	only
thing	 their	 stressed	brains	can	do	 for	 relief	 is	 to	 think	 that	 ‘the	gods
are	angry’	and,	collectively,	 to	 try	to	find	the	real	reason.	Again	and
again	throughout	history,	this	has	resulted	in	the	masses	coming	to	the
conclusion	 that	 the	 ‘gods’	 are	 angry	 because	 of	 the	 corruption	 and
violence	perpetrated	by	the	elites	in	their	efforts	to	attain	and	maintain
greater	 power.	 Based	 on	 the	 evidence	 we	 will	 discuss	 below,	 it	 is
entirely	possible	that	this	is	an	accurate	assessment.
	

Figure	186:	The	Mandate	of	Heaven,	‘Tianming’	in	Chinese,	is	the

conditional	right	to	rule	(Ming)	bestowed	by	Heaven	(Tian)

(©Sott.net)

	



If	the	masses	of	humanity	were	to	become	aware	of	the	real	causes
of	such	phenomena,	that	knowledge	would	not	only	entail	recognizing
the	 ultimate	 powerlessness	 of	 the	 elites,	 but	 also	 the	 end	 of	 their
‘Mandate	of	Heaven’,	a	concept	 that	dates	back	to	 the	Zhou	dynasty
[688]	and	which	is	still	prevalent	in	contemporary	China:
	

The	 Chinese	 believed	 that	 an	 emperor	 could	 reign	 only	 while	 he
enjoyed	 the	 Mandate	 of	 Heaven,	 that	 is,	 while	 he	 ‘looked	 after	 his
people’;	 if	 for	 any	 reason	he	 failed	 to	 look	after	 their	well-being,
Heaven	 would	 withdraw	 its	 Mandate	 and	 the	 emperor	 and
probably	 his	 ruling	 dynasty	 would	 be	 deposed.…	Heaven	 would
have	been	 seen	 to	withdraw	 its	Mandate	when	 the	 sky	darkened,	 the
crops	 failed	 and	 famine	 ensued	 bringing	 death	 to	 large	 numbers	 of
people.	 The	 emperor,	 guilty	 or	 not,	 gets	 the	 blame	 for	 failing	 his
people.	 In	 the	 aftermath	 of	 a	 calamitous	 dust-veil	 event	 the	 political
upset	could	easily	lead	to	the	deposing	of	the	ruling	regime.	[689]

	
Of	 course,	 when	 the	 first	 signs	 of	 trouble	 appear,	 people	want	 to

believe	that	their	government	(their	kings	and	ruling	elite)	is	powerful
enough	 –	 or	 pure	 enough	 –	 to	 control	 nature	 such	 that	 the	 floods,
wildfires,	earthquakes	and	volcanic	eruptions	cease,	and	all	returns	to
normal.	 The	 ruling	 elites	 take	 advantage	 of	 this	 state	 of	 affairs	 by
quickly	 identifying	likely	scapegoats	 in	other	nations,	some	minority
group	in	their	own	country,	their	personal	enemies,	or	whomever	else
they	 deem	 to	 be	 suitable	 targets	 –	 including	 those	who	 are	 pointing
out	that	it	just	might	be	the	elite’s	own	corruption	that	is	bringing	on
all	 the	evils	–	so	as	 to	distract	 the	 larger	populace	 from	noticing	 the
elite’s	own	possible	sins	of	commission	or	omission.

	
This	means	 that	such	a	period	can	 include	protracted	wars	and	 the

accompanying	necessary	burden	of	taxes,	persecutions	of	this	or	that
group,	 generally	 increasing	 social	 hysteria	 and	 unrest,	 until	 finally,
one	day,	the	people	as	a	whole	wake	up	and	see	that	their	rulers	have
behaved	very	badly,	place	the	blame	squarely	on	their	shoulders	and



clean	 house.	 Complete	 destruction	 of	 worn-out	 civilizations	 has
historically	been	accomplished	by	masses	of	people	under	the	rule	of
crowd	psychology	as	stated	by	Gustave	Le	Bon:
	

A	 crowd	may	 easily	 enact	 the	 part	 of	 an	 executioner,	 but	 not	 less
easily	that	of	a	martyr.	It	is	crowds	that	have	furnished	the	torrents	of
blood	requisite	for	the	triumph	of	every	belief.	[690]
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CHAPTER	33:	THE	COVER-UP
	

It	is	very	unlikely	that	the	elites	believe	the	lies	they	are	spreading
via	mainstream	science	and	the	media.	This	is	particularly	true	for	the
manmade	global	warming	scam.	In	 the	following	paragraph,	we	will
see	 that,	at	 least	some	members	of	 the	elite,	obviously	know	what	 is
happening	and	what	is	going	to	happen	(and	which	they	hopelessly	try
to	hide).	But	we	will	 also	 see	 that	 they	 seem	 to	 lack	 some	 essential
pieces	of	information.
	

Figure	187:	Fine	piece	of	propaganda	evoking	the	myth	of	the	last

polar	bear	hanging	to	the	last	chunk	of	ice.

	
As	 early	 as	 2003,	 while	 the	 mainstream	 media	 were	 hammering

home	the	global	warming	scam,	the	elites	were	starting	to	prepare	for
the	 opposite	 scenario.	 In	 the	midst	 of	 patronizing	 and	 fear-inducing
images	such	as	a	poor	polar	bear	desperately	hanging	on	to	an	almost-
melted	 raft	 of	 ice	 (see	 figure	 187),	 oceans	 rising	 up	 to	 engulf	 the
Statue	 of	 Liberty,	 glaciers	 inexorably	 melting	 and	 CO2-generating



cow	flatulency,	the	Pentagon	was	seriously	considering	the	possibility
of	global	cooling:
	

The	 Pentagon	 released	 a	 controversial	 report	 titled	 An	 Abrupt
Climate	 Change	 Scenario	 and	 Its	 Implications	 for	 United	 States
National	 Security.	 [691]	 The	 report	 explained	 how	 global	 warming
might	 lead	 to	 rapid	 and	 catastrophic	 global	 cooling	 through
mechanisms	 such	 as	 the	 slowing	 of	 North	 Atlantic	 deep-water
circulation.	[692]

	
Obviously,	this	report	omits	the	actual	causes	of	global	cooling	and

only	 mentions	 it	 in	 the	 context	 of	 ‘manmade	 global	 warming’!	 [693]
This	 omission	 might	 be	 an	 attempt	 to	 save	 face	 by	 preserving	 the
myth	 of	 manmade	 global	 warming,	 or	 it	 might	 be	 a	 case	 of
deliberately	hiding	the	real	cause.	In	any	case,	the	implications	of	this
report	seem	to	have	been	taken	seriously	by	the	Pentagon	itself.

	
In	 addition,	 in	 2010,	 while	 the	 elites	 were	 implementing	 carbon

taxes	 [694]	 and	 raking	 in	 billions	 from	 carbon	 credits,	 [695]	 they	 were
also	–	privately	–	addressing	global	cooling:
	

The	58th	Bilderberg	Meeting	will	be	held	in	Sitges,	Spain	3–6	June
2010.	 The	 Conference	 will	 deal	 mainly	 with	 Financial	 Reform,
Security,	 Cyber	 Technology,	 Energy,	 Pakistan,	 Afghanistan,	 World
Food	Problem,	Global	Cooling,	Social	Networking,	Medical	Science,
EU-US	relations.	[696]

	

Figure	188:	Luxury	Hotel	Dolce	Sitges,	south	of	Barcelona,	venue



for	the	2010	Bilderberg	meeting

	
Actually,	 as	early	as	1974,	 the	CIA	 [697]	was	preparing	 for	another

ice	 age.	 But	 the	 elites	 didn’t	 simply	 limit	 themselves	 to	 theoretical
work	and	academic	discussions	about	a	potential	global	cooling:	they
acted	upon	 this	knowledge.	One	of	 the	most	 interesting	 features	of
their	response	is	the	recent	construction	of	so-called	seed	banks.	Such
a	structure	was	recently	built	in	the	Himalayas	(figure	189).
	

Inside	a	stone	and	wood-paneled	building	on	a	frozen	mountain	top
in	Ladakh,	on	the	road	from	Leh	to	Pangong	Lake,	seeds	of	vegetables
and	 other	 plants	 sealed	 in	 moisture-proof	 packets	 sit	 on	 steel	 racks.
‘This	 is	Noah’s	Ark	 type	 of	 activity,’	 said	William	Selvamurthy,	 a
senior	scientist	who	heads	the	life	sciences	division	at	India’s	Defence
Research	and	Development	Organization,	which	has	 funded	 the	Rs	2
crore	Chang-La	seed	vault.	[698]

	

Figure	189:	Above-ground	buildings	of	the	Chang-la	seed	vault.	(©

thehindu.com)

	



Besides	 the	 Ladakh	 ‘Noah’s	 Ark’	 [699],	 there	 is	 the	 giant
underground	 facility	 built	 in	 Svalbard,	 Norway	 (figure	 190),	 and
funded	by	‘insiders’	like	David	Rockefeller,	Bill	Gates	and	Monsanto,
who	have	 invested	millions	 in	 this	 project.	The	 ‘seeds’	will	 be	 very
well	protected	indeed:
	

In	2006	when	most	people	in	such	a	situation	might	think	of	retiring
to	a	quiet	Pacific	 island,	Bill	Gates	decided	 to	devote	his	energies	 to
his	 Bill	 and	 Melinda	 Gates	 Foundation,	 the	 world’s	 largest
‘transparent’	 private	 foundation	 as	 it	 says,	 with	 a	 whopping	 $34.6
billion.	No	 project	 is	more	 interesting	 at	 the	moment	 than	 a	 curious
project	in	one	of	the	world’s	most	remote	spots,	Svalbard.	Bill	Gates
is	 investing	millions	 in	 a	 seed	 bank	 on	 the	 Barents	 Sea	 near	 the
Arctic	 Ocean,	 some	 1,100	 kilometers	 from	 the	 North	 Pole.	 On	 this
God-forsaken	island	Bill	Gates	is	investing	tens	of	his	millions	along
with	 the	 Rockefeller	 Foundation,	 Monsanto	 Corporation,
Syngenta	 Foundation	 and	 the	 Government	 of	 Norway,	 among
others,	 in	 what	 is	 called	 the	 ‘doomsday	 seed	 bank’.	 The	 bank	 will
have	dual	blast-proof	doors	with	motion	sensors,	two	airlocks,	and
walls	of	steel-reinforced	concrete	one	meter	thick.	It	will	contain	up
to	three	million	different	varieties	of	seeds	from	the	entire	world,	‘so
that	 crop	diversity	 can	be	conserved	 for	 the	 future,’	 according	 to	 the
Norwegian	 government.	 Seeds	 will	 be	 specially	 wrapped	 to	 exclude
moisture.	 There	 will	 be	 no	 full-time	 staff,	 but	 the	 vault’s	 relative
inaccessibility	will	 facilitate	monitoring	 any	possible	human	activity.
[700]

	
Did	we	miss	something	here?	The	press	release	stated:	‘so	that	crop

diversity	 can	 be	 conserved	 for	 the	 future.’	What	 future	 do	 the	 seed
bank’s	sponsors	foresee	that	would	threaten	the	global	availability	of
current	 seeds?	 Why	 create	 seed	 vaults	 when	 there	 are	 already
numerous	existing	seed	banks	all	over	the	world?	[701]
	



Figure	190:	Above-ground	section	of	the	Svalbard	‘Seedbank’.

	
One	can	 legitimately	wonder:	why	 is	Monsanto	 investing	millions

of	dollars	in	a	‘seed	vault’	while	at	the	same	time	destroying	existing
seeds	 because	 of	 cross-contamination	 with	 their	 GMO	 seeds?	 [702]
Why	did	Bill	Gates	quit	his	prominent	professional	career	and	invest
millions	 in	 a	 ‘seed	 bank’?	 When	 did	 the	 Rockefellers	 start	 caring
enough	 for	 posterity	 to	 preserve	 humanity’s	 heritage	 flora?	One	 can
wonder	 if	 the	 elites	 are	 actually	 using	 seed	 vaults	 as	 a	 pretext	 or
‘cover’	to	hide	the	construction	of	massive	underground	facilities.	Are
the	elites	aware	of	the	gloomy	near	future	and	preparing	for	their	own
survival	 while	 lying	 to	 the	 rest	 of	 the	 population	 and	making	 them
even	more	vulnerable	to	coming	events?

	
Along	 with	 seed	 vaults,	 there	 seems	 to	 be	 a	 strong	 increase	 in

massive	land	purchases	by	rich	individuals,	companies	and	countries.



One	can	only	wonder	 if	 these	 two	moves	are	motivated	by	 the	same
factor.
	

The	World	Bank	is	playing	a	leading	role	in	a	global	land	grab,	say
farmers’	 movements	 and	 international	 allies.	 The	 World	 Bank’s
policies	 for	 land	privatization	and	concentration,	have	paved	 the	way
for	corporations	from	Wall	Street	to	Singapore	to	take	land	from	rural
communities	across	the	world	in	the	past	few	years.	[703]

	
The	phenomenon	of	‘land	grabbing’	is	particularly	aimed	at	lands	in

the	 southern	 hemisphere	 (Latin	America	 and	Africa.	 [704]	Depending
on	sources,	 land	grabbing	has	amounted	to	50	to	80	million	hectares
over	the	last	few	years.	[705]
	
Some	 interesting	 examples	 illustrate	 this	 land	 grabbing	 dynamic.

The	Bush	family	purchased	a	45000-hectare	(100000	acres)	ranch	by
in	 Paraguay	 [706]	 in	 2006.	 In	 1999,	 Sun	 Myung	 Moon	 purchased
600,000	 hectares	 (about	 1.4	million	 acres)	 of	 land	 in	 the	 very	 same
area	of	Paraguay,	above	one	of	the	biggest	aquifers	in	Latin	America.
[707]	[708]
	

Figure	191:	Puerto	Casado,	one	of	the	villages	included	in	the	land

purchased	by	Korean	tycoon	Sun	Myung	Moon.	(©	ea.cpm.py)

	
In	 2009,	 Prince	Willem	 and	 Princess	Maxima	 of	 the	 Netherlands



purchased	1,500	hectares	 (about	4,000	acres)	 in	Patagonia	 (Southern
Argentina).	[709]	In	2007,	the	New	Zealand	Overseas	Investment	Office
investigated	David	de	Rothschild	over	the	work	planned	for	the	Banks
Peninsula	 farm,	 442	 hectares	 (about	 1,000	 acres)	 of	 land	 located	 in
New	Zealand	that	Rothschild	bought	in	2002.	[710]	In	South	Sudan,	one
of	 the	most	prominent	 land-grabbers	 is	 former	AIG	partner	Philippe
Heilberg.	 He	 garnered	 attention	 in	Rolling	 Stone	 for	 his	 aggressive
pursuit	 of	 land	 in	 conflict-ridden	 regions,	 not	 least	 Sub-Saharan
Africa,	 where	Heilberg	 is	 planning	 to	 invest	 in	 800,000	 hectares	 of
land	 in	 partnership	 with	 many	 of	 South	 Sudan’s	 top	 generals	 and
civilian	officials.
	
This	 land-grabbing	 business	 is	 growing	 so	 much	 that	 several

companies	have	sprung	up,	dedicated	 to	promoting	 the	activity.	This
is	 the	 case	 with	 two	 French	 corporations:	 Charles	 Beigbeder’s
Agrogeneration	Group,	which	has	invested	heavily	by	purchasing	land
in	Ukraine,	and	Olivier	Combastet’s	Pergam	Finance,	which	is	based
in	 South	 America	 and	 gives	 international	 clients	 the	 opportunity	 to
buy	 land	 in	 Argentina,	 Chile	 and	 Uruguay.	 [711]	 Some	 observers
suspect	that	these	massive	investments	in	remote	places	are	not	driven
by	profit-seeking,	but	fear:
	

It	may	 seem	a	 little	 odd	 that	 in	2011	anyone’s	 thinking	of	putting
money	 into	 assets	 that	 would	 have	 seemed	 attractive	 in	 1911,	 but
there’s	something	 in	 the	air	–	namely,	 fear.	The	hedge	fund	manager
and	others	like	him	envision	a	doomsday	scenario	catalyzed	by	a	weak
dollar,	 higher-than-you-think	 inflation	 and	 an	 uncertain	 political
climate	here	and	abroad.	[712]

	
Here	is	a	glimpse	at	the	elites’	state	of	mind,	how	they	envision	the

future	and	how	they	plan	to	face	it:
	

Al	Corbi’s	residence	in	the	Hollywood	Hills	has	the	requisite	white
walls	 covered	 in	 artwork	 and	 picture	 windows	 offering	 breathtaking
views	 of	 downtown	 Los	 Angeles,	 but	 it	 has	 more	 in	 common	 with



NSA	 headquarters	 than	 with	 the	 other	 contemporary	 homes	 on	 the
block.	 The	 Corbi	 family	 doesn’t	 need	 keys	 (thanks	 to	 biometric
recognition	 software),	 doesn’t	 fear	 earthquakes	 (thanks	 to	 steel-
reinforced	 concrete	 caissons	 that	 burrow	 30	 feet	 into	 the	 private
hilltop)	 and	 sleeps	 easily	 inside	 a	 2,500-square-foot	 home	 within	 a
home:	a	ballistics-proof	panic	suite	that	Corbi	refers	to	as	a	‘safe	core.’

	
Paranoid?	 Perhaps.	 But	 also	 increasingly	 commonplace.	 Futuristic

security	technologies	–	many	developed	for	the	military	but	sounding
as	though	they	came	straight	from	James	Bond’s	Q	–	have	made	their
way	into	the	home,	available	to	deep-pocketed	owners.[…]

	
Chris	 Pollack,	 president	 of	 Pollack&Partners,	 a	 design	 and

construction	advisor	based	in	Purchase,	N.Y.,	says	that	while	security
has	always	been	a	given	in	building	homes	for	his	ultra-high-net-worth
clients,	 the	 spending	 for	 home	 defense	 has	 increased	markedly	 over
the	last	five	years.	[…]

	
The	 panic	 room	 has	 also	 undergone	 a	 high-tech	 evolution	 that

makes	 the	 old	 Jodie	 Foster	 movie	 look	 quaint.	 A	 prominent	 author
who	 declined	 to	 be	 identified	 has	 had	 his	 South	Florida	 home	 jerry-
rigged	with	a	physical	perimeter	alarm,	motion	sensors	throughout
rooms	 and	 stairways,	 and	 a	 heat	 sensor	 that	 detects	 room
temperature	differentials	 caused	by	 a	 sudden	change	 in	body	heat.	 If
worse	 comes	 to	 worst:	 The	 third-floor	 master	 suite	 is	 outfitted	 as	 a
2,500-square-foot	 safe	 haven.	 Switches	 installed	 throughout	 the
house	will	encapsulate	the	space,	locking	down	its	three	entrances	with
reinforced	doors	while	alerting	local	authorities.	Taking	it	further,	the
space’s	 bathroom	 doubles	 as	 an	 inner	 panic	 room,	 protected	 by	 ‘a
silent	home	defense	system	with	sufficient	armament.’	Fortunately,
it	has	never	come	into	use.	[…]

	
Luxury	 home	 builders	 have	 discovered	 that	 buyers	 will	 pay	 top

dollar	 for	 such	 extensively	 fortified	 mansions.	 One	 compound	 on
hyperexclusive	 Indian	 Creek	 Island	 in	 Miami,	 completed	 in	 early
2012,	 includes	 a	 fully	 stocked	 safe	 room	 that	 operates	 on	 its	 own
generator	 and	 has	 a	 separate	 ventilation	 system,	 a	 wine	 cellar
wired	with	facial	recognition	software	and	an	infrared	surveillance
system.	The	property	traded	last	year	for	$47	million–the	highest	price



ever	paid	for	a	house	in	Miami-Dade	County.	[…].
	

Corbi	 says	his	SAFE	has	projects	 catering	 to	 such	 anxieties	 under
way	on	four	continents.	These	bunkers	can	span	tens	of	 thousands	of
square	feet	and	tunnel	as	much	as	30	stories	into	the	ground.	They	are
typically	 hidden	 in	 plain	 sight,	 accessed	 by	 secret	 passageways	 like
rotating	 fireplaces	 and	 floors	 that	 lift	 up	 to	 expose	 an	 underground
staircase.

	
Corbi’s	own	home	has	such	a	facility	in	the	basement–a	space	that

doubles	 as	 a	 wine	 cellar.	 If	 the	 ‘safe	 core’	 is	 compromised	 or	 the
rooftop	helipad	(complete	with	evacuation	plans	signed	into	a	contract
with	 a	 local	 helicopter	 company)	 isn’t	 accessible,	 the	 family	 can
retreat	 to	 this	 stronghold,	 thwarting	 natural	 disaster,	 nuclear
holocaust	or	electromagnetic	pulses	emitted	by	the	sun.	[713]

	



Figure	192:	In	billionaire	Corbis'	home	the	wine	cellar	doubles	as

an	underground	bunker,	stocked	with	provisions	of	food	and	water.

(©	Forbes)

	
While	billionaires	get	ready	for	the	worst,	they	claim	everything	is

all	 right,	 or	worse,	 they	push	people	 in	 the	wrong	direction	priming
them	 to	 buy	 air	 conditioners	 to	 prevent	 global	 warming	 while	 they
should	 be	 buying	 wood	 burning	 stoves	 to	 face	 global	 cooling.	 Of
course,	 if	 ordinary	 people	 get	 clued	 in	 and	 also	 begin	 to	 ‘prepare’,
they	are	labelled	‘dangerous,	anarchical	preppers’.
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CHAPTER	34:	HISTORIC	EVIDENCE
OF	 A	 COSMIC-HUMAN
CONNECTION
	

As	 noted	 above,	 our	 ancestors	 believed	 deeply	 in	 the	 connection
between	human	behavior	and	natural	catastrophes.	If	humans	behaved
well,	Nature	would	 remain	 calm,	 but	 if	 humans	 behaved	 badly,	 this
would	trigger	the	wrath	of	the	‘gods’	and	Nature	would	react	fiercely.

	
It	was	not	only	the	‘common’	layers	of	society	that	held	a	belief	in

this	 human-cosmic	 connection.	 Scholars,	 oracles,	 and	 leaders
subscribed	 to	 a	 similar	 belief.	 Chroniclers	 (the	 historians	 of	 the
ancient	times)	wrote	endless	texts	about	cosmic	calamities	(the	gods’
wrath)	triggered	by	abuses	perpetrated	by	the	elites.	This	was	actually
the	core	of	their	writing.
	
Chronicler	Michael	the	Syrian	[714]	went	even	further.	He	structured

each	page	of	his	chronicles	in	two	columns.	On	the	right,	he	listed	the
political	affairs	and	conduct	of	the	elites,	while	the	left	was	dedicated
to	the	subsequent	natural	catastrophes.	Of	course,	he	also	abundantly
commented	 on	 the	 links	 between	 the	 two	 because	 of	 the	 difficulties
discerning	 exactly	 which	 political	 scandal	 caused	 which
environmental	calamity.	[715]
	



Figure	193:	Michael	the	Syrian,	also	known	as	Michael	the	Great.

	
To	 give	 just	 one	 example	 of	 the	 correlation	 between	 cosmic

disasters	and	leaders’	misconduct,	we	will	focus	on	the	last	decades	of
the	Roman	Empire	(530–580	AD).	The	following	is	an	excerpt	from
Procopius’s	Secret	History,	 entitled	 ‘How	Justinian	Killed	 a	Trillion
People’.	 Keep	 in	 mind	 that	 Procopius	 was	 probably	 the	 most
prominent	historian	of	the	6th	century.	Most	scholars	consider	him	the
last	major	historian	of	the	ancient	world.	 [716]	Procopius	was	not	only
an	historian;	 for	more	 than	 ten	years	he	was	 also	 a	 counselor	 to	 the
greatest	general	of	the	time,	Belisarius.	[717]	As	such,	during	this	period
of	numerous	travels,	battles	and	negotiations,	he	was	a	direct	witness
of	Roman	political	and	military	life.	After	his	retirement	from	military
affairs,	he	became	a	judge	and,	in	that	capacity,	he	had	the	ways	and
means	 to	 obtain	 inside	 information	 that	made	up	his	Secret	History.
[718]

	
Procopius’s	 account	 is	 such	 a	 vivid	 description	 of	 a	 plutocratic

regime,	 with	 all	 its	 violence,	 corruption,	 betrayal,	 cruelty	 and
incompetency	 that	 it’s	well	worth	 quoting	 at	 length.	Of	 course,	 any
resemblance	to	modern	times	is	purely	coincidental.
	



Figure	194:	Mosaic	possibly	representing	General	Belisarius

(Ravenna	Cathedral).	(©	The	York	Project)



	
That	Justinian	was	not	a	man,	but	a	demon,	as	 I	have	said,	 in

human	form,	one	might	prove	by	considering	the	enormity	of	the
evils	 he	 brought	 upon	 mankind.	 For	 in	 the	 monstrousness	 of	 his
actions	 the	 power	 of	 a	 fiend	 is	 manifest.	 Certainly	 an	 accurate
reckoning	 of	 all	 those	 whom	 he	 destroyed	 would	 be	 impossible,	 I
think,	for	anyone	but	God	to	make.	Sooner	could	one	number,	I	fancy,
the	sands	of	the	sea	than	the	men	this	Emperor	murdered.

	
Examining	the	countries	that	he	made	desolate	of	 inhabitants,	 I

would	 say	 he	 slew	 a	 trillion	 people.	 For	 Libya,	 vast	 as	 it	 is,	 he	 so
devastated	that	you	would	have	to	go	a	long	way	to	find	a	single	man,
and	he	would	be	remarkable.	Yet	eighty	thousand	Vandals	capable	of
bearing	arms	had	dwelt	there,	and	as	for	their	wives	and	children	and
servants,	who	could	guess	their	number?	Yet	still	more	numerous	than
these	were	the	Mauretanians,	who	with	their	wives	and	children	were
all	 exterminated.	 And	 again,	 many	 Roman	 soldiers	 and	 those	 who
followed	them	to	Constantinople,	the	earth	now	covers;	so	that	if	one
should	venture	to	say	that	five	million	men	perished	in	Libya	alone,
he	would	not,	I	imagine,	be	telling	the	half	of	it.

	
The	 reason	 for	 this	 was	 that	 after	 the	 Vandals	 were	 defeated,

Justinian	 planned,	 not	 how	 he	might	 best	 strengthen	 his	 hold	 on	 the
country,	nor	how	by	safeguarding	the	interests	of	those	who	were	loyal
to	 him	 he	 might	 have	 the	 goodwill	 of	 his	 subjects:	 but	 instead	 he
foolishly	 recalled	 Belisarius	 at	 once,	 on	 the	 charge	 that	 the	 latter
intended	 to	 make	 himself	 King	 (an	 idea	 of	 which	 Belisarius	 was
utterly	 incapable),	 and	 so	 that	 he	might	manage	 affairs	 there	himself
and	be	able	to	plunder	the	whole	of	Libya.	Sending	commissioners	to
value	 the	 province,	 he	 imposed	 grievous	 taxes	where	 before	 there
had	 been	 none.	Whatever	 lands	were	most	 valuable,	 he	 seized,	 and
prohibited	 the	 Arians	 from	 observing	 their	 religious	 ceremonies.
Negligent	 toward	 sending	 necessary	 supplies	 to	 the	 soldiers,	 he	was
over-strict	with	them	in	other	ways;	wherefore	mutinies	arose	resulting
in	the	deaths	of	many.	For	he	was	never	able	to	abide	by	established
customs,	 but	 naturally	 threw	 everything	 into	 confusion	 and
disturbance.

	
Italy,	which	is	not	less	than	thrice	as	large	as	Libya,	was	everywhere



desolated	of	men,	even	worse	than	the	other	country;	and	from	this	the
count	 of	 those	who	 perished	 there	may	 be	 imagined.	 The	 reason	 for
what	happened	in	Italy	I	have	already	made	plain.	All	of	his	crimes	in
Libya	were	repeated	here;	sending	his	auditors	to	Italy,	he	soon	upset
and	ruined	everything.

	
The	rule	of	the	Goths,	before	this	war,	had	extended	from	the	land

of	the	Gauls	to	the	boundaries	of	Dacia,	where	the	city	of	Sirmium	is.
The	 Germans	 held	 Cisalpine	 Gaul	 and	 most	 of	 the	 land	 of	 the
Venetians,	 when	 the	 Roman	 army	 arrived	 in	 Italy.	 Sirmium	 and	 the
neighboring	country	was	in	the	hands	of	the	Gepidae.	All	of	these	he
utterly	depopulated.	For	 those	who	did	not	die	 in	battle	perished
of	disease	 and	 famine,	which	 as	 usual	 followed	 in	 the	 train	 of	war.
Illyria	and	all	of	Thrace,	that	is,	from	the	Ionian	Gulf	to	the	suburbs	of
Constantinople,	including	Greece	and	the	Chersonese,	were	overrun	by
the	 Huns,	 Slavs	 and	 Antes,	 almost	 every	 year,	 from	 the	 time	 when
Justinian	took	over	the	Roman	Empire;	and	intolerable	things	they	did
to	the	inhabitants.	For	in	each	of	these	incursions,	I	should	say,	more
than	 two	 hundred	 thousand	 Romans	 were	 slain	 or	 enslaved,	 so
that	all	this	country	became	a	desert	like	that	of	Scythia.	…

	
For	neither	the	Persians	nor	the	Saracens,	 the	Huns	or	the	Slavs	or

the	rest	of	the	barbarians,	were	able	to	withdraw	from	Roman	territory
undamaged.	In	their	inroads,	and	still	more	in	their	sieges	of	cities	and
in	battles,	where	 they	prevailed	over	 opposing	 forces,	 they	 shared	 in
disastrous	 losses	quite	 as	much.	Not	only	 the	Romans,	but	nearly	all
the	 barbarians	 thus	 felt	 Justinian’s	 bloodthirstiness.	 For	 while
Chosroes	 himself	was	 bad	 enough,	 as	 I	 have	 duly	 shown	 elsewhere,
Justinian	was	the	one	who	each	time	gave	him	an	occasion	for	the	war.
For	he	took	no	heed	to	fit	his	policies	to	an	appropriate	time,	but
did	everything	at	the	wrong	moment:	in	time	of	peace	or	truce	he
ever	craftily	contrived	to	find	pretext	for	war	with	his	neighbors;
while	 in	 time	 of	war,	 he	 unreasonably	 lost	 interest,	 and	 hesitated
too	 long	 in	 preparing	 for	 the	 campaign,	 grudging	 the	 necessary
expenses;	 and	 instead	 of	 putting	 his	 mind	 on	 the	 war,	 gave	 his
attention	 to	 stargazing	 and	 research	 as	 to	 the	 nature	 of	God.	Yet	 he
would	 not	 abandon	 hostilities,	 since	 he	 was	 so	 bloodthirsty	 and
tyrannical,	even	when	thus	unable	to	conquer	the	enemy	because	of	his
negligence	in	meeting	the	situation.



	
So	 while	 he	 was	 Emperor,	 the	 whole	 earth	 ran	 red	 with	 the

blood	 of	 nearly	 all	 the	 Romans	 and	 the	 barbarians.	 Such	 were	 the
results	of	the	wars	throughout	the	whole	Empire	during	this	time.	But
the	 civil	 strife	 in	Constantinople	 and	 in	 every	 other	 city,	 if	 the	 dead
were	reckoned,	would	total	no	smaller	number	of	slain	than	those	who
perished	in	the	wars,	I	believe.	Since	justice	and	impartial	punishment
were	 seldom	directed	against	offenders,	 and	each	of	 the	 two	 factions
tried	to	win	the	favor	of	the	Emperor	over	the	other,	neither	party	kept
the	peace.	Each,	according	to	his	smile	or	his	frown,	was	now	terrified,
now	encouraged.	Sometimes	they	attacked	each	other	in	full	strength,
sometimes	 in	 smaller	groups,	or	 even	 lay	 in	 ambush	against	 the	 first
single	man	of	the	opposite	party	who	came	along.	For	thirty-two	years,
without	 ever	 ceasing,	 they	 performed	 outrages	 against	 each	 other,
many	 of	 them	 being	 punished	 with	 death	 by	 the	 municipal	 Prefect.
However,	 punishment	 for	 these	 offenses	was	mostly	 directed	 against
the	Greens.

	
Furthermore	the	persecution	of	the	Samaritans	and	the	so-called

heretics	 filled	 the	 Roman	 realm	 with	 blood.	 Let	 this	 present
recapitulation	suffice	to	recall	what	I	have	described	more	fully	a	little
while	 since.	 Such	 were	 the	 things	 done	 to	 all	 mankind	 by	 the
demon	in	flesh	for	which	Justinian,	as	Emperor,	was	responsible.
But	 what	 evils	 he	 wrought	 against	 men	 by	 some	 hidden	 power	 and
diabolic	force	I	shall	now	relate.

	
During	 his	 rule	 over	 the	 Romans,	 many	 disasters	 of	 various

kinds	 occurred:	 which	 some	 said	 were	 due	 to	 the	 presence	 and
artifices	 of	 the	Devil,	 and	others	 considered	were	 effected	by	 the
Divinity,	 Who,	 disgusted	 with	 the	 Roman	 Empire,	 had	 turned
away	from	it	and	given	the	country	up	to	the	Old	One.	The	Scirtus
River	 flooded	 Edessa,	 creating	 countless	 sufferings	 among	 the
inhabitants,	as	I	have	elsewhere	written.	The	Nile,	rising	as	usual,	but
not	subsiding	in	the	customary	season,	brought	terrible	calamities
to	the	people	there,	as	I	have	also	previously	recounted.	The	Cydnus
inundated	Tarsus,	covering	almost	 the	whole	city	 for	many	days,
and	did	not	subside	until	it	had	done	irreparable	damage.

	
Earthquakes	 destroyed	 Antioch,	 the	 leading	 city	 of	 the	 East;



Seleucia,	which	is	situated	nearby;	and	Anazarbus,	most	renowned	city
in	Cilicia.	Who	could	number	those	that	perished	in	these	metropoles?
Yet	one	must	add	also	those	who	lived	in	Ibora;	in	Amasea,	the	chief
city	 of	 Pontus;	 in	 Polybotus	 in	 Phrygia,	 called	 Polymede	 by	 the
Pisidians;	in	Lychnidus	in	Epirus;	and	in	Corinth:	all	thickly	inhabited
cities	 from	 of	 old.	 All	 of	 these	 were	 destroyed	 by	 earthquakes
during	 this	 time,	with	 a	 loss	 of	 almost	 all	 their	 inhabitants.	 And
then	came	the	plague,	which	I	have	previously	mentioned,	killing	half
at	 least	of	 those	who	had	survived	 the	earthquakes.	To	so	many	men
came	their	doom,	when	Justinian	first	came	to	direct	the	Roman	state
and	later	possessed	the	throne	of	autocracy.

	
Now	 I	 think	 I	 have	 shown	 sufficiently	 how	 this	 destroyer

devoured	 all	 the	 public	 moneys	 and	 robbed	 each	 member	 of	 the
Senate,	publicly	and	privately,	of	all	his	estates;	and	how	by	bringing
false	charges	he	confiscated	the	properties	of	everybody	else	who	was
reputed	to	be	wealthy,	I	imagine	I	have	adequately	told:	as	in	the	case
of	the	soldiers,	subordinate	officers,	and	the	palace	guard;	the	farmers
and	 landowners;	 those	 whose	 business	 is	 in	 words;	 merchants,	 ship
owners	 and	 sailors;	 mechanics,	 artisans,	 and	 market	 dealers;	 those
whose	livelihood	is	in	the	theater;	and	indeed	everyone	else,	who	was
affected	in	turn	by	the	damage	done	to	these.	…

	
One	of	the	municipal	aqueducts,	which	furnished	not	a	small	share

of	 the	city	water,	collapsed;	but	 the	rulers	disregarded	the	matter	and
refused	 to	 repair	 it,	 though	 the	 constant	 crowds	who	 had	 to	 use	 the
wells	 were	 fairly	 stifling,	 and	 all	 the	 baths	 were	 shut	 down.	 On	 the
other	 hand,	 he	 threw	 away	 great	 sums	 of	 money	 senselessly	 on
buildings	by	 the	 seashore	 and	elsewhere,	 in	 all	 the	 suburbs,	 as	 if	 the
palaces	 in	which	 all	 the	 former	 emperors	 had	 been	 content	 to	 dwell
were	not	 enough	 for	 this	 pair.	So	 it	was	not	 to	 save	money,	but	 to
destroy	his	 subjects,	 that	he	 refused	 to	 rebuild	 the	aqueduct;	 for
no	one	 in	all	history	had	ever	been	born	among	men	more	eager
than	 Justinian	 to	 get	 hold	 of	 money,	 and	 then	 to	 throw	 it
immediately	away	again.	Through	the	two	things	left	to	them	to	drink
and	eat,	water	 and	bread,	 this	Emperor	 injured	 those	who	were	 in
the	 last	extremes	of	poverty;	making	 the	one	hard	 to	procure	at	all,
and	the	other	too	expensive	to	buy.

	



The	deeds	of	Justinian	were	such	that	all	eternity	would	not	be	long
enough	in	which	to	describe	them	adequately.	So	a	few	examples	will
have	to	suffice	to	illuminate	his	whole	character	to	future	generations:
what	 a	 dissembler	 he	was,	 how	 he	 disregarded	God,	 the	 priests,	 the
laws,	and	the	people	who	showed	themselves	loyal	to	him.	He	had	no
shame	at	all,	either	when	he	brought	destruction	on	the	State	or	at	any
misdeed;	he	did	not	bother	 to	 try	 to	 excuse	his	 actions,	 and	his	only
care	 was	 how	 he	might	 get	 sole	 possession	 of	 all	 the	 wealth	 of	 the
world.

	
Knowing	 countless	 other	 such	 acts	 of	 Justinian,	 I	 cannot	 include

them,	since	the	end	of	this	book	draws	near.	In	any	case,	what	I	have
told	will	be	enough	to	show	the	nature	of	the	man.	[719]

	



Figure	195:	Justinian	(Mosaic	of	San	Vitale	cathedral	in	Ravenna).

(©	The	York	Project)

	
Procopius	 clearly	 established	 a	 link	 between	 political	 abuses	 and

calamities.	 In	 this	 regard,	he	was	no	different	 than	other	chroniclers.
They	all	drew	the	parallel	simply	because	they	were	direct	witnesses
of	those	two	kinds	of	events,	experiencing	them	firsthand	for	years.
	
Some	 modern	 scholars	 try	 to	 explain	 away	 the	 chroniclers’

remarkable	accounts	by	saying	they	simply	tended	to	exaggerate.	This
may	be	the	case	when	it	comes	to	such	things	as	kill	counts	or	military
victories,	but	when	it	comes	to	obvious	descriptions	of	cosmic	events



and	 catastrophes,	 how	 can	we	 explain	 the	 fact	 that	 chroniclers	who
were	sometimes	hundreds	of	kilometers	apart	and	never	met,	give	the
same	 account	 of	 the	 same	 event?	 Embellishment	 is	 one	 thing;
wholesale	 fabrication	 of	 calamitous	 events	 is	 quite	 another.	 When
read	with	the	possibility	of	such	disasters	in	mind,	their	reports	come
across	as	objective	and	balanced	as	their	writing	about	more	mundane
events.

	
Procopius’	Secret	History	 is	 undoubtedly	 one	 of	 the	most	 bitterly

passionate	denunciations	ever	written.	Procopius	made	his	loathing	of
Justinian,	 Theodora	 (Justinian’s	 wife),	 and	 everything	 they	 did,
absolutely	 clear.	 He	 found	 no	 spark	 of	 humanity	 in	 them	 at	 all.	 It
seems	 that	 he	was	 even	writing	 the	 text	 as	 a	way	 to	 try	 to	 come	 to
grips	with	what	 he	was	 seeing	 and	 experiencing	 because	 he	 had	 no
classical	 examples	 in	 his	 training	 that	 could	 explain	 this	 to	 him.	He
asks	 the	question	at	one	point:	 ‘How	can	anyone	possibly	explain	 in
words	the	character	of	Justinian?’	The	desperate	urgency	of	the	text
reveals	his	frustration.
	



Figure	196:	Empress	Theodora.	Mosaic	detail	from	San	Vitale.

	
Considering	 the	 fact	 that	 modern	 psychology	 studies	 reveal	 that

individuals	 like	 Justinian	 and	Theodora	do,	 truly,	 exist,	 anyone	who
has	studied	psychopathology	deeply,	or	who	has	experienced	the	type
of	 individual	 Justinian	 was,	 in	 person,	 knows	 immediately	 and
viscerally	what	he	is	talking	about	and	why	it	affected	him	the	way	it
did.
	
It	 is	 important	 to	 note	 that	 the	 Procopius’	 description	 of	 Justinian

and	 Theodora	 and	 their	 reign	 has	 been	 confirmed	 by	 other	 sources
dealing	 with	 the	 same	 events	 and	 validated	 by	 incontrovertible
evidence.	Anthony	Kaldellis	writes:
	

A	 dispassionate	 analysis	 of	 the	 evidence	 points	 to	 the	 conclusion
that	 Theodora	 was	 in	 fact	 petty,	 arrogant,	 wrathful,	 unforgiving,
ruthless,	and	willing	to	sacrifice	everything	to	her	personal	feuds	and
avarice.	Such	people	do	exist,	and	we	should	not	dismiss	the	testimony
of	historians	who	try	to	tell	us	about	them	at	great	personal	risk.	[720]



	
Justinian	 [721]	 reigned	 over	 the	 Byzantine	 Empire	 (i.e.	 the	 Eastern

Roman	Empire)	 from	527	until	his	death	 in	565.	The	 table	 in	 figure
197	shows	a	list	of	the	catastrophes	reported	by	the	chroniclers	[722]	of
the	time	between	535	and	591:
	

Figure	197:	Reported	calamities	(535–591	AD)	(©	Sott.net)

	
The	frequency	of	calamities	is	high.	This	compilation	is	even	more

striking	 when	 we	 take	 into	 account	 the	 geographic	 scope	 of	 the
recorded	history	(limited	to	the	Mediterranean	region),	 the	time	span
(encompassing	only	56	years)	and	the	number	of	sources	(limited	to	a
dozen	chroniclers).	[723]
	
Comets	are	mentioned	16	times	(blue),	earthquakes	18	times	(green)



and	 plague	 19	 times	 (red).	 [724]	 What	 this	 table	 doesn’t	 provide,
however,	is	the	magnitude	of	each	event.	Here	are	three	excerpts	from
the	previously	mentioned	chronicler	Michael	 the	Syrian	 that	give	an
idea	of	what	was	going	on	at	the	time.	Let’s	start	with	‘a	sign	in	the
Sun’,	 which	 is	 quite	 the	 euphemism,	 as	 we’ll	 see	 in	 the	 following
description:
	

A	 little	 earlier,	 in	536,	 there	was	a	 sign	 in	 the	Sun.	We	had	never
seen	such	a	sign	before	and	it	is	nowhere	written	that	it	ever	happened
before	 in	 the	world.	 If	we	hadn’t	 found	 records	 in	 the	most	 credible
and	proven	writings	and	statements	made	by	men	worthy	of	faith,	we
would	not	have	written	it	down	because	it	is	difficult	to	conceive.	So	it
is	said	that	the	Sun	was	darkened,	and	the	eclipse	lasted	a	year	and	a
half,	that	is	to	say,	eighteen	months.	Every	day	he	shone	for	about	four
hours	and	still	 this	 light	was	only	a	weak	shadow.	Everyone	said	 the
Sun	would	not	 return	 to	 its	 initial	 state.	The	 fruits	did	not	 ripen,	and
the	wine	tasted	like	the	one	that	comes	from	acid	grapes.	[725]

	
An	explanation	that	comes	to	mind	for	such	an	extended	‘sign	in	the

Sun’	 is	 an	 atmospheric	 dust	 concentration	 of	 a	magnitude	 such	 that
the	Sun	was	veiled	 for	18	months.	The	origin	of	 this	dust	may	have
been	 strong	 cometary	 or	 volcanic	 activity,	 or	 a	 combination	 of	 the
two,	as	we	know	they	are	often	correlated.	[726]
	



Figure	198:	Veiled	sun	due	to	a	high	concentration	in	atmospheric

particles	(©Leslie	McCluskey)

	
Now,	here	is	an	account	of	the	plague	that	struck	Constantinople	in

543:
	

When	the	plague	fell	upon	the	imperial	city,	it	first	occurred	among
the	poor.	There	were	days	when	we	carried	away	5,000	bodies,	others
7,000,	 others	 12,000,	 and	 16,000	 in	 one	 day.	 As	 it	 was	 in	 the
beginning,	men	were	staying	on	the	ports,	at	the	doors	of	the	city,	on
the	other	bank,	and	reported	their	number.	And	if	one	wants	to	count,
in	fact,	there	had	been	more	than	300,000	that	were	taken	away	from
public	places,	when	the	number	of	individuals	counting	reached	1,000,
they	stopped	counting.	After	the	poor	died,	the	devastation	reached	the
powerful	 and	 the	 noble	 individuals	 of	 the	 empire,	 and	 the	 ones	who
had	momentarily	escaped	death	by	avoiding	the	groin	disease	and	the
smallpox,	which	we	call	in	our	language	‘tumors’	and	which	they	call
bubons.	We	saw	that	this	wound	did	not	only	occur	amongst	men,	but
also	 amongst	 animals,	 even	wild	 animals,	 even	 reptiles	 of	 the	 earth.
You	could	see	the	cattle	and	dogs,	and	even	mice,	with	swollen	groin,
which	succumbed	and	perished.

	
…The	 number	 of	 gravediggers	 was	 too	 small,	 and	 this	 big	 city



became	a	gloomy	sepulcher	 for	 its	 inhabitants.	As	we	could	not	 find
any	more	 tombs,	 they	piled	 the	corpses	 in	boats	and	 threw	 them	like
dung	on	the	other	bank.	The	Emperor	saw	what	happened,	ordered	to
make	 about	 six	 hundred	 stretchers,	 and	 appointed	 one	 of	 his	 clerks,
whom	he	 ordered	 to	 take	 and	 give	 as	much	 gold	 as	 required	 to	 hire
men	to	dig	large	pits	in	which	corpses	were	to	be	piled	up.	It	was	done
in	 the	 mountains,	 and	 in	 each	 of	 these	 pits	 70,000	 cadavers	 were
dropped.	He	placed	men	around	the	pits	who	piled	the	corpses	in	rows,
one	above	the	other,	 in	 the	same	way	hay	is	stacked.	As	a	result,	 the
town	was	freed	from	the	cadavers.	One	of	our	deacons,	engaged	in	this
work,	 found	 a	 closed	 and	 stinky	 house.	He	 entered	 and	 found	 about
twenty	 people	 rotting	 and	 eaten	 by	 worms.	 He	 brought	 over	 a	 few
men,	and	they	carried	the	corpses	away.	There	were	women	who	had
died	and	whose	young	children,	 still	 alive,	held	 their	mother’s	breast
while	crying.	[727]

	
As	you	can	 see,	we’re	not	dealing	with	your	usual	 epidemic	here.

The	figures	are	staggering,	even	 if	we	accept	 the	possibility	of	some
exaggeration.	Before	 Justinian’s	 plague,	Constantinople’s	 population
was	 500,000.	 [728]	 The	 plague	 killed	 nearly	 half	 its	 inhabitants.
According	 to	modern	 day	 estimates,	 it	 was	 said	 to	 have	 caused	 the
deaths	of	at	least	one	quarter	of	the	human	population	in	the	Eastern
Mediterranean	 [729];	 and	 that	 was	 just	 the	 first	 wave;	 the	 plague
returned	again	and	again.
	



Figure	199:	The	first	wave	of	the	plague	of	Justinian	(541–544	AD)

(©University	of	California,	Irvine)

	
Here	 is	 one	 final	 excerpt	 describing	 the	 great	 earthquake	 that

occurred	in	559:
	

When	 this	 terrible	 earthquake	 happened	 in	 Beirut	 and	 in	 other
coastal	cities	of	Phoenicia,	[730]	the	sea	withdrew,	by	the	order	of	God,
over	about	 two	miles.	The	bottom	of	 the	 sea	was	uncovered,	 and	we
saw	many	things,	wrecked	ships	full	of	goods.	And	instead	[of	being
scared]	by	these	horrors,	those	who	[were	on	the	edge	of	the	sea]	ran
[eagerly]	to	capture	these	treasures	hidden	[in	the	depths],	they	entered
[in	the	wrecks]	and	loaded	[the	treasures]	to	move	them	away.	In	turn,
others	rushed	to	get	into	the	wrecks,	and	then	the	terrible	power	of	the
sea	came	back	and	swallowed	them	in	its	depths	by	the	secret	counsel
of	God.	Those	who	were	still	on	the	coast,	seeing	the	sea	coming	back,
ran	 away	 to	 escape,	 but	 the	 quake	 toppled	 buildings	 on	 them,	 and
buried	them.	This	happened	in	all	 the	coastal	cities,	and	especially	in
Beirut,	where	 the	 fire	broke	out	after	 the	destruction	of	 the	city.	The



fire	 lasted	 two	 months.	 Even	 the	 stones	 were	 consumed	 and
transformed	into	lime.	[731]

	
Here	we	find	descriptions	of	a	massive	tsunami	and	a	most	peculiar

fire	that	lasted	two	months	and	exhibited	unusually	high	temperatures.
[732]

	
The	 veracity	 of	 chroniclers’	 accounts	 of	 this	 time	 [733]	 was	 finally

proved	 during	 the	 1990s,	 when	 scientists	 discovered	 and	 explored
several	 lines	 of	 evidence	 showing	 that	 a	 massive	 cometary	 body
entered	Earth’s	atmosphere	in	536	and	that	this	period	was	marked	by
exceptional	 climate	 stress.	 Several	 independent	 studies	 show	 a
sequence	 of	 unprecedented	 cold	 winters	 starting	 in	 536	 (one	 of	 the
coldest	years	ever	 [734]	 [735])	 and	ending	around	545,	as	demonstrated
by	 tree-ring	 analyses	 from	wood	 samples	 found	 in	 Ireland,	 [736]	 [737],
Scandinavia,	 [738]	 continental	 Europe,	 North	 America,	 [739]	 [740]

Mongolia	 [741]	and	Argentina.	 [742]	These	studies	all	point	 to	 the	same
conclusion:	 the	 sudden	 cooling	 [743],	was	due	 to	 an	 atmospheric	 dust
veil	 event	probably	generated	by	 the	overhead	 explosion	of	massive
cometary	 bodies	 [744]	 [745]	 –	 multiple	 Tunguska	 like	 events	 or
Shoemaker-Levy,	if	you	prefer.
	
Bryan	Ward-Perkins	writes	about	the	Fall	of	the	Roman	Empire:

	
The	 post-Roman	 world	 reverted	 to	 levels	 of	 economic	 simplicity,

lower	 even	 that	 those	 of	 immediately	 pre-Roman	 times,	 with	 little
movement	 of	 goods,	 poor	 housing,	 and	 only	 the	 most	 basic
manufactured	 items.	 The	 sophistication	 of	 the	 Roman	 period,	 by
spreading	high-quality	goods	widely	in	society,	had	destroyed	the	local
skills	 and	 local	 networks	 that,	 in	 pre-Roman	 times,	 had	 provided
lower-level	 economic	 complexity.	 It	 took	 centuries	 for	 people	 in	 the
former	 empire	 to	 reacquire	 the	 skills	 and	 the	 regional	 networks	 that
would	 take	 them	 back	 to	 these	 pre-Roman	 levels	 of	 sophistication.
Ironically,	viewed	from	the	perspective	of	fifth-century	Britain	and	of
most	 of	 the	 sixth-and	 seventh-century	 Mediterranean,	 the	 Roman
experience	had	been	highly	damaging.	[746]



	
Extensive	studies	of	the	available	evidence	show	that	during	the	6th

century	 AD.	 any	 kind	 of	 human	 activity	 beyond	 basic	 survival
vanished.	Between	the	7th	and	the	10th	centuries,	human	activity	in	the
Roman	Empire	was	virtually	nonexistent:
	

House	 building	 regressed	 from	 numerous	 elaborate	 stone	 houses	 to
scattered	wooden	shacks.	[747]

The	metal	 industry	all	but	ceased	 to	exist,	and	 it	was	only	during	 the	16th
century	that	the	level	of	industrial	activity	prior	to	the	fall	of	Rome	would
be	once	more	attained.	[748]
Widespread	 and	 elaborate	 potteries	 became	 very	 rare	 and	 progress
stagnated	 so	much	 that	 it’s	 impossible	 to	distinguish	7th	 century	 ceramics
from	those	produced	2	centuries	later.	[749]
The	 very	 few	 churches	 built	 during	 this	 period	were	more	 than	 10	 times
smaller	 than	 the	 4th	 century	 St.	 Peter’s	 Basilica	 of	 Rome.	 [750]	 Only	 the
cathedrals	of	the	11th	century	would	attain	similar	sizes.
Farming	and	warfare	techniques	stagnated	for	3	centuries.	[751]
The	quality	and	quantity	of	coinage	declined	in	most	regions	of	the	Empire.
[752]

Written	documents	were	almost	totally	absent	for	3	centuries.	[753]

	
In	 figure	200,	we	see	an	archaeological	picture	of	 the	problem	we

are	dealing	with.	On	the	left	we	see	rural	settlements	north	of	the	city
of	 Rome,	 in	 Roman	 times	 as	 revealed	 by	 an	 archaeological	 field
survey.	The	date	is	about	100	AD.
	



Figure	200:	Settlements	North	of	Rome,	c.	100	AD	(left)	and	5th	to

8th	century	(right)	(©	Ward-Perkins)

	
Now,	 let’s	 look	 at	 the	 image	 on	 the	 right,	 the	 ‘after’	 image.	 It

represents	 sites	 revealed	by	pottery	of	 the	5th	 to	8th	 centuries.	That’s
300	 years.	 It’s	 a	 long	 time	 to	 be	 covered	 in	 one	 image	 so	 you	 can
imagine	 that,	 at	 any	one	 time,	 the	 number	 of	 actual	 living	 sites	was
much,	much	 smaller	 than	what	 you	 see	 here	where	 those	300	 years
are	aggregated!

	
The	 decline	 in	 population	 is	 not	 just	 startling,	 it	 is	 horrifying	 to

imagine.	 From	 a	 landscape	 that	 was	 densely	 settled	 with	 modern
buildings,	 extensive	 cultivation,	 and	 intricately	 networked,	we	move
rapidly	to	a	landscape	that	is,	for	the	most	part,	empty	space.	What’s
more,	 the	 evidence	 for	 occupation	 in	 towns	 and	 cities	 decreases
dramatically	at	the	same	time.	[754]	That	means	people	were	not	fleeing
from	 the	countryside	 to	 the	cities.	We	are	 looking	at	 something	 like
90%	mortality	rate	here.



	
The	 collapse	 was	 not	 uniform.	 Figure	 201	 shows	 the	 collapse	 in

level	of	development	in	various	areas	of	the	Roman	Empire.
	

Figure	201:	Collapse	of	level	of	development	in	the	Roman	Empire

(300–900	AD).	(©	Sott.net,	adapted	from	Ward-Perkins)

	
There	 is	 general	 agreement	 that	 things	 happened	 in	 Britain	 very

early	 and	 very	 fast.	 Post-Roman	 Britain	 sank	 to	 a	 Pre-Roman	 Iron
Age	level	of	survival.	Even	before	the	coming	of	the	Romans,	Britain
had	had	 an	 active	 and	productive	 economy	of	 its	 own.	None	of	 this
can	be	found	in	5th	and	6th	century,	post-Roman,	Britain.	It	 took	300
years	 for	Britain	 to	 recover	 enough	 to	 even	 equal	 its	 own	 Iron	Age
developmental	state	before	the	Romans	had	come	to	begin	with.

	
At	 the	 same	 time,	 the	Eastern	Empire	continued	 to	 thrive	 in	 some

respects	for	awhile.	New	tableware	was	being	produced	in	Cyprus	and
Phocaea	 (west	 coast	 of	 Turkey).	 New	 types	 of	 amphorae	 appear
transporting	oil	and	wine	from	different	areas	of	the	Levant.	[755]	Coins
continued	 to	 be	produced,	 buildings	 continued	 to	 be	built	 in	 elegant
style,	at	least	in	Constantinople.
	



The	 Levant	 to	 Egypt,	 and	 central	 Greece,	 appear	 to	 have
experienced	 remarkable	 expansion.	 Settlement	 not	 only	 increased
during	 this	 period,	 but	 so	 did	 prosperity	 overall.	 This	 increase	 left
behind	a	mass	of	newly	built	houses	and	a	whole	raft	of	monasteries
and	churches.	(This	fact,	 too,	is	important.)	But	then,	in	the	Aegean,
all	this	came	to	a	sudden	end,	as	shown	in	figure	201,	around	600	AD.
The	great	cities	of	Athens,	Corinth	and	Ephesus	shrank	to	a	fraction	of
their	former	size	just	as	had	already	happened	in	the	Western	Empire.
It	 appears	 to	have	happened	with	 the	same	suddenness	as	what	 took
place	 in	 Britain	 sixty	 years	 earlier.	 Constantinople	 also	 shrank
dramatically	in	population	and	wealth.

	
By	700	AD,	 the	only	 areas	of	 the	 former	Roman	Empire	 that	 had

not	 ‘fallen’	 were	 the	 Levant	 and	 Egypt.	 This	 may	 account	 for	 the
sudden	 rise	 of	 the	 Arab	 empire,	 or	 Caliphate,	 beginning	 in	 the	 7th
century.	 Perhaps	 the	Arabs	 didn’t	 conquer	 the	Roman	Empire;	 they
may	have	simply	entered	empty	territories.
	
Thus,	 all	 around,	 the	 same	 decline	 can	 be	 measured,	 though	 it

progressed	somewhat	more	slowly.	What	this	all	seems	to	indicate	is
that	 there	 was	 no	 single	 moment	 of	 total	 collapse	 for	 the	 entire
Empire.	 It	 disappeared	 at	 different	 times	 in	 different	 places,	 and
proceeded	 at	 different	 speeds	 while	 some	 places	 only	 declined
moderately.
	
But,	to	bring	this	discussion	home,	the	facts	outlined	above	show	a

positive	correlation	between	an	oppressive,	cruel	and	corrupt	 regime
and	large-scale	cataclysmic	events.	This	is	not	the	only	example	that
could	be	brought	forward.	There	have	been	a	number	of	such	periods
–	 discontinuities	 in	 history	 –	 after	which	 stability	 is	 established	 and
things	get	back	on	track.	(Maybe	the	Gallic	peoples	were	not	so	crazy
when	 they	 stated	 that	 their	 only	 fear	was	 that	 the	 sky	would	 fall	 on
their	heads!	[756])



	
Such	 periods	 are	 generally	 signaled	 by	 a	 tremendous	 effort	 to	 re-

establish	 norms,	 writing,	 building	 on	 a	 large	 scale,	 and	 very	 often,
imperialistic	strivings	in	the	form	of	wars	of	conquest	and	domination.
The	 most	 recent	 serious	 Dark	 Age	 in	 our	 history	 is	 that	 which
followed	 the	 fall	 of	 Rome.	 Rome	 itself	 came	 into	 being	 several
hundred	 years	 after	 a	 previous	 Dark	 Age	 which	 we	 have	 already
discussed	in	the	context	of	the	transformation	of	observational	science
to	myth.	[757]
	
It	is	very	important	to	understand	Rome	since	it	appears	that	major

aspects	 of	 our	 present	 civilization	 –	 particularly	 in	 the	 legal	 and
governing	arenas	–	are	largely	based	on	what	Rome	began	allegedly
2,500	years	ago.	 It’s	 a	 certainty	 that	Christianity	was	 shaped	by	 the
Roman	Empire	and	could	be	said	to	be	an	extension	of	it.	Christianity
then	shaped	Western	civilization	because	it	was	the	tool,	the	ideology
with	which	the	pathological	leaders	dazzled	and	engaged	the	growing
masses	 of	 people	 that	 had	 survived	 the	 Dark	 Ages	 [758],	 to	 do	 their
bidding.	 Throughout	 the	 period	 when	 these	 phase	 transitions	 were
manifested,	 there	 are	 many	 descriptions	 of	 comet/asteroid-related
disasters.	 The	 bottom	 line	 is	 this:	 what	 happened	 to	 the	 Roman
Empire	was	no	mere	transformation:	it	was	the	End	of	a	Civilization
that	did	not	regain	the	ground	lost	for	over	800	years.
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CHAPTER	 35:	 THE	 DYNASTIC
CYCLE
	

As	depicted	in	figure	202,	far	from	our	linear,	uniformitarian	vision
of	the	universe,	the	Chinese	believed	–	and	some	continue	to	believe	–
that	 the	 behavior	 of	 rulers,	 the	 state	 of	 the	 world	 and	 natural
catastrophes	are	intimately	related.	This	was	also	the	way	our	ancient
ancestors	understood	the	world.
	



Figure	202:	The	Chinese	dynastic	cycle.	(©	Sott.net)

	
It	 seems	 that	when	 a	 large	 enough	 number	 of	 people	 exhibit	 high

levels	of	ignorance	and	false	beliefs,	cosmic	turmoil	soon	follows;	and
if	you	study	history	long	enough,	you’ll	see	the	pattern	emerge	again
and	 again	 and	 again.	A	 negative	 feedback	 loop	may	 develop	 at	 this
point	 (bottom	 right	 of	 the	 diagram).	 When	 natural	 catastrophes
increase	 to	 the	 point	 that	 people	 finally	 realize	 something	 is	 ‘up’,	 it
also	dawns	on	 them	that	 their	 leaders	are	unable	 to	provide	 for	 their
safety	 and	 so	 they	 turn	 against	 them.	 Social	 unrest	 grows	 and	 the



elites	turn	to	increasingly	repressive	measures	of	violence	and	control,
which,	in	turn,	increase	the	cosmic	‘reaction’,	which	further	fuels	the
people’s	anxiety	and	urge	to	revolt.	[759]
	

The	500-1300	cycle

While	the	Dynastic	Cycle	can	apply	to	any	empire	from	the	depths
of	 antiquity	 up	 until	 today,	 let’s	 continue	 with	 our	 example	 of	 the
Roman	Empire	to	explicate	the	steps	shown	in	figure	202.

	
During	Justinian’s	reign,	the	Empire	treated	such	a	great	number	of

human	 beings	 so	 badly	 that	 a	 kind	 of	 critical	 mass	 was	 reached.
During	the	6th	century	AD,	the	Roman	Empire	collapsed	like	a	row	of
dominoes,	 [760]	 obliterated	 by	 a	 series	 of	 cataclysmic	 events.	 The
population	 was	 reduced	 to	 a	 few	 pockets	 of	 survivors	 living	 in	 an
extremely	 harsh	 ‘post-apocalyptic’	 environment.	 The	 people	 of	 the
time	 experienced	 an	 almost	 total	 reset	 in	 terms	 of	 civilization;
technologies	were	lost	and	knowledge	forgotten.
	
A	 mini	 Ice	 Age	 set	 in,	 epidemics	 were	 rampant,	 resources	 were

scarce	and	crops	barely	grew.	The	survivors	were	literally	reduced	to
Stone	Age	conditions	(see	figure	202	bottom	left).

	
The	 cultural	 inactivity	 during	 this	 period	 is	 so	 pronounced	 that

mathematician	and	historian	Anatoly	Fomenko	[761],	among	others,	has
developed	 a	 theory	 that	 the	 centuries	 of	 the	 Dark	 Age	 never	 really
existed	and	were	simply	added	into	later	histories.	But	what	seems	to
have	happened	 is	 that	 those	centuries	 really	did	 ‘happen’;	 they	were
simply	blank.
	
The	 frequency	and	 intensity	of	 cataclysms	 receded	 sometime	after

the	major	events	that	marked	the	6th	century	and	the	beginning	of	the



7th	 century.	 Habitats	 slowly	 recovered	 while	 weather	 progressively
improved.	In	750,	Justinian’s	plague	finally	abated	after	a	wave	of	18
epidemics	spread	over	two	centuries.	[762]
	

Figure	203:	The	18	waves	of	plague	epidemics	in	the	Mediterranean

and	the	Near	East	(540–750).	(©	Johannes	Preiser-Kapeller,	after

Stathakopoulos,	2004)

	
Around	 900,	 a	 warm	 period	 began,	 the	 population	 grew	 and

humanity	 redeveloped	 a	 rudimentary	 society.	 [763]	 Towns	 formed
again,	 trade	 increased,	 technologies	 re-emerged	 and	 lost	 knowledge
was	partly	rediscovered.	Memories	of	the	cataclysms	were	still	fresh.
In	this	sense,	the	negligible	population	had	a	fairly	objective	view	of
reality,	which	may	partly	explain	the	relatively	quiet	skies.

	
However,	 a	 new	 elite	 soon	 began	 to	 dominate	 the	 surviving

population	 (left	 side	 of	 the	 dynastic	 cycle	 diagram).	 In	 the	 10th
Century,	society	reached	a	technological	and	organizational	level	that
enabled	a	rewriting	of	history.
	
This	rewriting	was	due	to	several	factors.	After	cataclysmic	events,

historical	 records	are	 typically	destroyed,	damaged	or	 lost.	Thus,	 the
shocked	 and	 numerically	 reduced	 scholarly	 community	 has	 only
sparse	documents	and	personal	memories	to	work	with,	often	written
in	 languages	 and	 contexts	with	which	 they	 are	 unfamiliar.	All	 these
difficulties	 help	 explain	 the	 numerous	 involuntary	 inaccuracies	 that



are	apparent	in	the	subsequent	rewriting	or	recopying	of	old	texts	with
attempts	to	update	them.	[764]
	
Other,	more	 voluntary,	 ‘mistakes’	 served	 theological	 and	 political

agendas	of	the	day:
	

Asteroid	 strikes,	 though	 important,	 are	 not	 the	most	 serious	 short-
term	 risk	 to	 mankind	 or	 civilization	 […]	 Mankind	 is	 subject	 to	 an
increased	risk	of	global	insult	through	another	kind	of	cosmic	agency.
This	 cosmic	 agency	 is	 a	 ‘Shoemaker-Levy	 type’	 train	 of	 cometary
debris	 resulting	 in	 sequences	 of	 terrestrial	 encounters	 with	 sub-km
meteoroids.	[…]	Subsequently	perceived	as	pointless,	such	transitions
are	commonly	an	embarrassment	 to	national	elites	even	 to	 the	extent
that	historical	and	astronomical	 evidence	of	 the	 risk	are	abominated
and	suppressed.	[…]	[765]

	
The	 emerging	 elite,	 having	 no	 link	 whatsoever	 with	 the	 previous

regime,	needed	to	strengthen	its	authority	by	establishing	its	historical
legitimacy.	 They	 also	 had	 to	 progressively	 erase	 traces	 of	 the	 past
cataclysm,	 knowledge	 of	which	would	 threaten	 their	 base	 of	 power,
i.e.	their	alleged	capacity	to	ensure	a	safe	world	for	their	people.	After
all,	if	you	want	to	resurrect	an	empire,	you	don’t	want	anyone	to	think
it	was	evil	to	the	core	or	that	perhaps,	God	himself	destroyed	it!

	
During	 the	10th	 century,	 the	new	 leaders,	namely	Constantine	VII,

Emperor	 of	 the	Eastern	Roman	Empire,	 Pope	Sylvester	 II,	 and	Otto
III,	King	of	the	Franks	[766],	began	a	concerted	effort	to	establish	a	new
history.	 They	 composed	 their	 history	 [767]	 such	 that	 the	 Carolingian
and	 Byzantine	 leaders	 were	 direct	 descendants	 of	 the	 Roman
emperors,	 the	 pope	 was	 a	 direct	 descendant	 of	 St.	 Peter,	 and
Christianity	was	the	one	and	only	religion.	A	new	Mandate	of	Heaven
had	been	revealed	and	sealed	(top	left	of	the	dynastic	cycle	diagram).
	
According	to	this	revised	history,	the	transition	from	the	late	Roman

Empire	 to	 the	Middle	Ages	was	 a	 smooth	 progression.	 But	 for	 this



transition	to	occur,	‘missing	links’	had	to	be	invented,	such	as	the	lazy
kings	 –	 who	 apparently	 didn’t	 do	 much	 worth	 recording	 –	 the
Merovingian,	who	served	as	the	direct	link	between	the	contemporary
Christian	and	Carolingian	leaders	and	the	long-dead	Christian	Roman
emperors.	A	whole	genealogy	of	kings	and	popes	had	 to	be	created,
because	 for	 three	centuries	 there	had	been	no	king	and	no	kingdom,
no	pope	and	no	Christendom.	In	fact,	all	the	rulers	of	this	period	either
never	 existed	 or	 were	 simply	 small	 tribal	 leaders	 who	 were
posthumously	 promoted	 to	 the	 status	 of	 kings	 or	 emperors	 by	 the
freshly	written	official	history.

	
The	 most	 striking	 example	 might	 be	 Charlemagne.	 According	 to

official	 history,	 he	 was	 the	 first	 emperor	 of	 the	 Romans	 since	 the
collapse	 of	 the	 Empire.	 Charlemagne	 was	 crowned	 in	 St.	 Peter’s
Basilica	on	December	25th,	800,	exactly	eight	centuries	after	the	birth
of	 Jesus	 Christ.	 Thus,	 Charlemagne	 embodied	 the	 attributes	 of	 the
dual	powers	of	Christianity	and	the	Roman	Empire.
	

Figure	204:	The	coronation	of	a	Christ-like	Charlemagne	by	Pope	Leo

III.	(©Kaulbach)



	
The	revisionists	downplayed	the	occurrence	of	any	major	cataclysm

because	 they	 needed	 to	 defend	 Christianity	 against	 the	 pagan
accusation	 that	 foreswearing	 the	 old	 gods	 had	 brought	 on	 the
destruction.
	
So,	they	depicted	an	uninterrupted	sequence	of	historical	events	and

genealogies	 occurring	 in	 a	 stable	 and	 relatively	 undisturbed	 context.
That’s	one	of	the	reasons	why	they	fiddled	with	the	time.	For	present
purposes,	let	us	just	quote	Heribert	Illig:
	

In	1582	Pope	Gregory	ordered	precisely	 ten	days	 to	be	 skipped	 in
order	 to	 make	 the	 day	 count	 agree	 with	 the	 celestial	 situation.	 In
passing	it	should	be	mentioned	that	the	Pope	introduced	an	improved
intercalary	rule	which	requires	revision	only	every	2000	years.	What	is
decisive	 for	 us	 is	 the	 following:	 the	 ten	 days	 that	 were	 skipped	 in
October	1582	corrected	the	mistake	that	had	accumulated	in	the	Julian
calendar	over	the	previous	1,282	years.	However,	if	you	deduct	these
1,282	 years	 from	 1582,	 you	 don’t	 arrive	 in	 the	 year	 of	 Caesar’s
calendar	reform,	45	BC.	[768]

	
The	manipulation	of	historical	 timelines	around	this	period	will	be

the	main	topic	of	another	volume	of	The	Secret	History	of	the	World,
so	we	won’t	develop	it	any	further	here.	All	we	need	to	know	for	our
subject	 is	 that	 timeline	 manipulation	 is	 one	 of	 the	 tools	 used	 by
revisionists,	 and	 that	 our	 official	 historical	 timeline	 exhibits	 several
chunks	of	time	that	were	added	or	removed	here	and	there.

	
Interestingly,	the	vast	majority	of	‘antique	manuscripts’	date	back	to

between	the	9th	and	11th	centuries.	Allegedly,	this	systematic	rewriting
of	 history	 occurred	 because	 the	manuscripts	 were	mostly	 written	 in
Greek	majuscules	 (large,	 capital	 letters),	 so	 they	had	 to	be	 rewritten
using	 minuscule	 (and	 generally	 in	 Latin).	 [769]	 However,	 there	 were
apparently	 less	 literary	 motivations	 involved	 than	 a	 simple	 ‘mass
system	upgrade’:



	
Clerics	 have	 only	 transmitted	 what	 they	 needed	 to.	 During	 the	 so

little	 known	 gap	 that	 separates	 the	 end	 of	 Antiquity	 and	 the
Carolingian	Renaissance,	when	Greek	culture	could	have	disappeared
in	 the	 West,	 Vivarium	 and	 the	 Lateran	 have	 preserved	 what	 was
considered	 essential	 to	 the	 clergy	 –	 and	 only	 that	 –	 namely	 the	 best
exegetes	of	the	Greek	fathers	and	the	works	of	Josephus	because	of	his
Testimonium	 Flavianum.	 Focillon	 surprises	 a	 monk,	 maiming
manuscripts,	cutting	and	destroying,	profane	parts.	He	says:	‘We	must
give	up	the	legend	of	monks	spending	their	nights	copying	the	ancient
authors	 and	 saving	 them	 for	 posterity:	 the	 only	writings	 they	 copied
were	 the	 writings	 of	 the	 Fathers.	 During	 the	 tenth	 and	 the	 eleventh
century,	 the	 ancient	writers	had	no	greater	 enemies	 than	 the	monks.’
[770]

	

Figure	205:	Scribal	amanuenses	writing	in	a	gallery	of	the	cloister

of	the	Ecthernach	Abbey	(Luxemburg),	11th	century	manuscript.

	
The	old	saying	that	‘history	is	written	by	the	victors’	could	easily	be



complemented	 by	 ‘history	 is	 written	 by	 lucky	 and	 ambitious
survivors’.	In	any	case,	having	rewritten	history,	the	ruling	elites	now
had	a	solid	power	base	and	could	exert	their	growing	control	over	the
masses,	 whose	 numbers	 were	 steadily	 growing	 thanks	 to	 fairer
environmental	conditions.
	
However,	 the	 greed-driven	 elites	 always	want	more:	more	 power,

more	territory,	and	more	wealth.	So,	once	again,	as	it	was	during	the
days	of	ancient	Rome	(leading	cumulatively	over	hundreds	of	years	to
the	 ultimate	 evil,	 Justinian’s	 reign),	 the	 lies,	 dominance	 and
exploitation	kept	growing.	A	critical	mass	[771]	was	slowly	building	up
(top	right	of	the	dynastic	cycle	diagram).

	
In	 1209,	 Pope	 Innocent	 III,	 backed	 by	 the	 French	 monarchy,

initiated	 the	 Cathar	 crusade.	 [772]	 In	 1229,	 the	 Inquisition	 was
established.	 [773]	 Over	 the	 following	 years	 of	 barbarism,	 one	million
[774]	 innocent	 French	 people	 were	 slaughtered	 [775]	 and	 the	 whole
Occitan	 culture	 was	 swept	 away.	 In	 1252,	 Pope	 Innocent	 legalized
torture.	 [776]	 The	 Inquisition	 engulfed	 Europe,	 leaving	 hundreds	 of
thousands	 of	 victims,	 [777]	 while	 the	 7th,	 8th	 and	 9th	 crusades	 were
waged	against	the	‘infidels’.
	
Then,	around	1300,	 the	Medieval	Warm	Period	ended,	giving	way

to	the	Little	Ice	Age,	and	cataclysms	started	growing	in	frequency	and
intensity.	 [778]	 A	 few	 decades	 later,	 in	 1347,	 the	 Black	 Death	 hit
Europe.	[779]
	
The	Inquisition	(1229–1821),	[780]	the	Black	Death	(1347–1720)	[781]

and	the	Little	Ice	Age	(1350–1800)	[782]	all	synched	up	over	almost	the
same	five-century	period.
	
Thus	 the	 loop	 was	 completed	 again.	 From	 the	 6th	 century

(Justinian’s	 atrocities)	 to	 the	 13th	 (Inquisition	 and	 Crusades)	 the



dynastic	cycle	made	a	full	revolution.	If	we	ignore	the	three	centuries
of	the	Dark	Age,	it	only	took	four	centuries	for	Western	civilization	to
redevelop,	for	a	new	ruling	elite	to	gain	power	and	rewrite	history,	to
oppress	 the	 people	 and	 commit	 atrocities,	 and	 for	 ‘cosmic	wrath’	 to
strike	one	more	time;	and	that	it	did,	with	a	vengeance.
	





Figure	206:	500–1300	AD.	Reconstructed	history	(top)	vs.	official

history	(bottom).	(©	Sott.net)

	

The	Black	Death

The	Black	Death	was	one	of	the	most	deadly	pandemics	in	human
history,	said	to	have	killed	possibly	two	thirds	of	the	entire	population
of	Europe,	not	to	mention	hundreds	of	millions	all	over	the	planet.	[783]
	
China,	where	the	Black	Death	is	said	to	have	originated,	lost	around

half	of	its	entire	population	(going	from	around	123	million	to	around
65	 million).	 [784]	 Recent	 research	 into	 European	 death	 tolls	 also
suggest	 a	 figure	 of	 about	 50%	 [785]	 of	 the	 total	 population	 during	 a
four-year	period,	though	the	figure	fluctuated	from	place	to	place.	In
Mediterranean	Europe	and	Italy,	the	South	of	France	and	Spain,	where
the	 plague	 ran	 for	 about	 four	 years	 consecutively,	 it	 was	 probably
closer	to	70%	to	75%	[786]	of	the	total	population.
	



Figure	207:	The	Triumph	of	Death	–	Peter	Bruegel	(oil	panel	-	c.

1562)

	
There	 is	 compelling	 evidence	 that	 the	 Black	 Death	 was	 not	 an

outbreak	 of	 bubonic	 plague.	 This	 case	 is	 synthesized	 by	 Samuel	K.
Cohn,	 who	 discovered	 several	 irreconcilable	 inconsistencies	 in	 the
bubonic	plague	hypothesis:
	

Very	different	transmission	speeds	-	the	Black	Death	spread	over	385	km	in
91	 days,	 compared	 to	 12-15	 km	 a	 year	 for	 the	 modern	 bubonic	 plague,
which	has	the	assistance	of	trains	and	cars
Difficulties	with	the	attempt	to	explain	the	rapid	spread	of	the	Black	Death
by	arguing	that	it	was	spread	by	the	rare	pneumonic	form	of	the	disease.	In
fact,	this	form	killed	less	than	0.3%	of	the	infected	population	in	its	worst
outbreak	in	Manchuria	in	1911
Different	 seasonality.	 The	 modern	 plague	 can	 only	 be	 sustained	 at
temperatures	 between	 50	 and	 78	 °F	 (10	 and	 26	 °C)	 and	 requires	 high
humidity,	while	the	Black	Death	occurred	even	in	Norway	in	the	middle	of



the	winter	and	in	the	Mediterranean	in	the	middle	of	hot	dry	summers
Very	 different	 death	 rates.	 In	 several	 places	 over	 75%	 of	 the	 population
appears	 to	 have	 died;	 in	 contrast	 the	 highest	 mortality	 for	 the	 modern
Bubonic	Plague	was	3%	in	Mumbai	in	1903

	

Figure	208:	Reach	of	the	Black	Death	in	Europe	from	1347	to	1351	(©

Britannica)

	
The	 last	 nail	 in	 the	 bubonic	 plague	 theory	 came	 from	 Gunnar

Karlsson	 [787]	 who,	 in	 2000,	 pointed	 out	 that	 the	 Black	 Death	 had
killed	 between	 half	 and	 two-thirds	 of	 the	 population	 of	 Iceland,
although	there	were	no	rats	in	Iceland	at	this	time.
	
Researchers	 Duncan	 and	 Scott	 [788]	 carefully	 put	 all	 the	 available

clues	 together,	 tracking	 the	 plague	 from	 its	 first	 appearance	 out	 of
nowhere	 and	 chronicling	 its	 unprecedented	 catastrophic	 effects	 on
European	 civilization	 –	 death	 on	 an	 unimaginable	 scale,	 but	 could
very	well	happen	again,	at	any	time.
	



They	were	 able	 to	 not	 only	 surmise	 the	 amount	 of	 time	 from	 the
appearance	of	symptoms	to	death,	but	also	to	establish	the	incubation
period,	latent	period,	period	between	symptoms	and	death,	infectious
period	before	the	first	symptoms,	etc…
	
The	authors	were	astonished	when	 they	were	able	 to	work	out	 the

duration	of	these	statistics	in	more	than	50	different	plague	outbreaks
in	England	and	to	verify	the	length	of	the	latent	and	infectious	periods
many	 times.	 The	 correspondence	 with	 the	 universal	 40-day
‘quarantine’	 period	 established	 as	 successful	 prophylaxis	 during	 the
time	 of	 the	 plague	 supported	 their	 conclusions.	 From	 the	 data
available	 in	 other	 countries,	 they	 argue	 convincingly	 that	 these
statistics	applied	to	the	Black	Death	in	all	of	Europe.

	
Duncan	and	Scott	also	analyzed	and	compiled	the	accounts	relative

to	the	plague	symptoms:
	

A	victim	usually	displayed	the	symptoms	for	about	five	days	before	dying.
But	 according	 to	 contemporary	 accounts,	 this	 period	 could	 have	 been
between	two	to	twelve	days.
The	 main	 diagnostic	 feature	 was	 the	 appearance	 of	 hemorrhagic	 spots,
often	 red,	 but	 ranging	 in	 color	 from	 blue	 to	 purple	 and	 from	 orange	 to
black.	They	often	appeared	on	the	chest,	but	were	also	seen	on	the	throat,
arms	and	legs,	and	were	caused	by	bleeding	under	the	skin	from	damaged
capillaries.
Various	swellings	were	also	characteristic	of	the	disease:	carbuncles,	blains
(burning	ulcers)	and	 the	buboes,	which	were	swollen	 lymph	glands	 in	 the
neck,	armpits	and	groin.	If	the	buboes	failed	to	rise	and	burst,	there	was
little	 chance	 of	 survival,	 but	 if	 they	 broke	 the	 fever	 apparently
declined.
Fever,	continual	vomiting,	diarrhea,	and	prolonged	bleeding	from	the	nose
were	 additional	 characteristics.	Also,	 blood-tinged	 urine,	 a	 burning	 thirst,
and	in	some,	madness	and	delirium.
Autopsies	revealed	generalized	necrosis	of	the	internal	organs.	It	was	surely
a	 gruesome	way	 to	 die.	The	 victim	was	killed	by	 the	 literal	 death	 and



liquefaction	of	the	organs.

	

Figure	209:	Detail	of	the	illustration	of	the	Black	Death	from	the

Toggenburg	Bible	(1411).

	
No	known	virus	existing	 today	 is	 responsible	 for	 the	Black	Death,

although	 the	 symptoms	 resemble	 those	 of	 Ebola,	 Marburg	 and	 the
viral	hemorrhagic	fevers	–	diseases	caused	by	filoviruses.	They	have	a
high	mortality	rate	and	tend	to	occur	in	explosive	epidemics	driven	by
person-to-person	transmission.	Outbreaks	occur	unpredictably	and,	as
of	yet,	no	animal	reservoir	is	known.
	
Where	 did	 the	 disease	 go?	 Did	 the	 Black	 Death	 virus	 mutate,

causing	other	 fearsome	diseases?	Nobody	knows.	What	we	do	know
is	that	a	more	virulent	form	of	smallpox	came	to	the	fore	in	the	1630s
and,	 just	 as	 the	 Black	Death	 disappeared	 from	 the	 stage	 of	 history,
smallpox	took	its	place	as	the	most	feared	of	human	diseases.	We	can
only	speculate.	Smallpox	virus,	as	opposed	 to	 the	causative	agent	of
the	Black	Death,	 is	 very	 resistant	 to	 cold	 temperatures,	making	 it	 a
more	 viable	 virus.	 According	 to	 the	 data	 collected	 by	 Scott	 and
Duncan	 which	 describe	 the	 disease	 process	 of	 the	 Black	 Death,
hemorrhagic	smallpox	is	almost	identical	to	the	Black	Death.	[789]
	
Where	did	the	disease	come	from?	As	seen	previously,	 [790]	viruses

can	be	carried	on	by	comets	and	this	factor	can	come	into	play	even
without	 impact	 scenarios	 being	 involved.	 Coincidentally,	 Comet



Negra	 was	 observed	 in	 1347,	 around	 the	 time	 when	 the	 epidemics
started.	Several	chroniclers	reported	this	event:
	

In	France	…	was	seen	the	terrible	Comet	called	Negra.	[791]
	

Baillie	 presents	 a	 substantial	 body	 of	 evidence	 [792]	 showing	 that
cometary	 events	 were	 indeed	 the	 initiators	 of	 the	 Black	 Death	 and
many	 other	 cataclysms.	 Thus,	 the	 high	 mortality	 rates	 mentioned
above	were	not	solely	due	to	the	Black	Death.	This	period	of	history
was	marked	by	various	interrelated	catastrophes,	very	similar	to	what
was	described	in	part	II	of	this	book.

	
Philip	 Ziegler	 collected	 many	 reports	 of	 these	 disasters	 from

medieval	chronicles:
	

Droughts,	 floods,	 earthquakes,	 locusts,	 subterranean	 thunder,
unheard	of	tempests,	lightning,	sheets	of	fire,	hail	stones	of	marvelous
size,	 fire	 from	heaven,	 stinking	 smoke,	 corrupted	 atmosphere,	 a	 vast
rain	of	fire,	masses	of	smoke.	[793]

	
Amongst	 all	 those	 catastrophes,	 earthquakes	 were	 particularly

prominent.	In	the	1340s	there	was	a	veritable	rash	of	sismic	activity,
including	the	great	earthquake	on	January	25th,	1348:
	

In	 the	 thirty-first	 year	 of	 Emperor	 Lewis,	 around	 the	 feast	 of	 the
Conversion	of	St.	Paul	 there	was	an	earthquake	 throughout	Carinthia
and	Carniola	which	was	so	severe	that	everyone	feared	for	their	lives.
There	 were	 repeated	 shocks,	 and	 on	 one	 night	 the	 earth	 shook	 20
times.	 Sixteen	 cities	 were	 destroyed	 and	 their	 inhabitants	 killed….
Thirty-six	 mountain	 fortresses	 and	 their	 inhabitants	 were	 destroyed
and	it	was	calculated	that	more	than	40,000	men	were	swallowed	up	or
overwhelmed	[794].

	



Figure	210:	Effect	distribution	of	the	1348	earthquake.	The	quake

was	felt	in	most	of	the	European	countries	(©	Ambraseys	–	adapted

by	Sott.net)

	
Once	again,	[795]	notice	that	earthquakes	and	cometary	events	can	be

closely	related	as	Baillie	 [796]	points	out:	earthquakes	could	be	caused
by	 cometary	 explosions	 in	 the	 atmosphere	 or	 even	 impacts	 on	 the
surface	of	the	Earth.
	
Baillie	shows	that	the	exact	same	signature	is	present	at	the	time	of

the	Black	Death	 in	both	 the	 tree	 rings	 and	 in	 the	 ice	 cores,	AND	at
other	times	[797]	of	so-called	‘plague	and	pandemics’.

	
The	ammonium	signal	 in	 the	 ice-cores	 is	directly	connected	 to	 the

earthquake	 that	 occurred	 on	 January	 25th,	 1348	 –	 and	 Baillie
discovered	 that	 there	was	 a	14th	 century	writer	who	had	written	 that
the	plague	was	a	‘corruption	of	the	atmosphere’	having	resulted	from
this	earthquake.	A	German	treatise	states	the	same:
	

Insofar	 as	 the	 mortality	 arose	 from	 natural	 causes	 its	 immediate
cause	was	 a	 corrupt	 and	poisonous	 earthy	exhalation,	which	 infected



the	 air	 in	 various	 parts	 of	 the	 world…	 I	 say	 it	 was	 the	 vapour	 and
corrupted	air	which	has	been	vented	–	or	so	to	speak	purged	–	in	the
earthquake	 that	 occurred	 on	 St.	 Paul’s	 day	 [1348],	 along	 with	 the
corrupted	 air	 vented	 in	 other	 earthquakes	 and	 eruptions,	 which	 has
infected	 the	air	above	 the	earth	and	killed	people	 in	various	parts	of
the	world.	[798]

	
As	 Baillie	 notes,	 if	 this	 oft-cited	 earthquake	 was,	 in	 reality,	 the

result	of	cometary	impacts	then	the	corrupted	air	could	be	from	one	or
two	causes:	high-energy	chemical	 transformations	 in	 the	atmosphere
or	outgassings	from	the	Earth	itself.

	
Jon	Arrizabalaga	compiled	a	selection	of	writings	 in	an	attempt	 to

understand	what	educated	people	were	saying	about	the	Black	Death
while	 it	 was	 happening.	 Regarding	 the	 terms	 used	 by	 doctors	 and
other	medical	people	in	1348	to	describe	the	plague,	he	writes:
	

One…	Jacme	d’Agramaont,	discussed	it	in	terms	of	an	“epidemic	or
pestilence	 and	 mortalities	 of	 people”	 which	 threatened	 Lerida	 from
“some	 parts	 and	 regions	 neighbouring	 to	 us”	 …	 Agramont	 said
nothing	 concerning	 the	 term	 epidemia,	 but	 he	 extensively	 developed
what	he	meant	by	pestilencia.	He	gave	this	latter	term	a	very	peculiar
etymology	[…],	which	came	to	be	widely	accepted	throughout	Europe
during	 the	Middle	 Ages.	 He	 split	 the	 term	 pestilencia	 up	 into	 three
syllables,	 each	 having	 a	 particular	meaning:	 pes	 =	 tempesta:	 ‘storm,
tempest’;	te	=	‘temps,	time’,	lencia	=	clardat:	‘brightness,	light’;	hence,
he	concluded,	the	pestilencia	was	‘the	time	of	tempest	caused	by	light
from	the	stars.’

	
In	conclusion,	the	epidemics	that	ravaged	Europe	were	not	bubonic

plague	but	very	probably	a	virus	of	cometary	origin.	These	epidemics
were	 only	 one	 aspect	 of	 a	 series	 of	 cometary-induced	 cataclysms,
including	 earthquakes	 and	 poisonous	 outgassing	 that	 erased	 the
medieval	European	civilization	almost	entirely.
	



Other	dynastic	cycles	and	technological	vulnerability

Justinian’s	 plague	 occurred	 during	 the	 worst	 times	 of	 oppression
exerted	 by	 the	Roman	Empire.	 Similarly,	 the	Black	Death	 appeared
during	 the	 atrocities	 of	 the	 crusades	 and	 the	 Inquisition.	 So	 far	 we
have	 focused	on	 this	 single	period	of	history	comprised	between	 the
6th	century	and	the	14th	century,	and	on	one	specific	location,	Europe.

	
This	 illustration	 of	 the	 dynastic	 cycle	 outlines	 a	 more	 general

principle	but	should	not	be	taken	as	a	universal	standard.	Each	empire
exhibits	its	own	unique	set	of	characteristics	affecting	how	exactly	the
dynastic	cycle	will	manifest:	population	size	and	location,	magnitude
of	historical	rewriting,	duration	and	extent	of	the	lies	and	oppression,
reaction	 of	 the	 people,	 duration	 of	 the	 build-up	 period,	 and	 the
magnitude,	duration	and	geographic	scope	of	the	cosmic	events.
	
Economic	 historian	 David	 Hackett	 Fischer	 [799]	 has	 shown	 how,

during	 the	 last	 millennium,	 societal	 collapses	 have	 occurred	 every
three	centuries	or	so.	Although	Fischer	noted	in	passing	that	climatic
stresses	 punctuated	 these	major	 socio-economic	 crises,	which	 affect
every	 dimension	 of	 our	 society	 (demographics,	 trade,	 finance,
economics,	employment	levels).	His	discovery	of	a	pattern	of	‘price-
revolutions’	relied	primarily	on	socio-economic	indicators	and	not	on
environmental	 factors.	 Similarly,	 historian	 William	 R.	 Thompson
noticed	 major	 collapses	 of	 empires	 every	 five	 centuries	 during	 the
period	3500	BC–1300	AD,	but	he	ascribed	 their	causes	 to	manmade
ecological	disruptions.	[800]
	
When	we	 take	 into	 account	 the	 archeological,	 historical,	 ice	 core,

and	 dendrochronological	 records,	 a	 strong	 correlation	 between
imperial	 decadence	 and	 major	 climatic	 and	 cosmic	 disruptions
(comets,	 climate	 change,	 volcanic	 eruptions,	 and	 earthquakes)
becomes	apparent,	to	the	extent	that	virtually	every	empire	in	question



(Sumerian,	 Egyptian,	 Hittite,	 Assyrian,	 Greek,	 Roman,	 etc.)	 was
apparently	 swept	 away	by	natural	 catastrophes	 in	 roughly	 the	 same
way.	[801]
	
We	tend	to	underestimate	the	influence	of	climate	conditions	on	the

rise	 and	 fall	 of	 civilizations.	 Their	 development	 is	 controlled	 by
climate;	climate	is	controlled	by	solar	and	cometary	activity;	and	solar
and	cometary	activity	can	be	closely	coupled.

	
Figure	211	shows	how	the	climate	during	recorded	history	has	been

characterized	 by	 long	 cold	 episodes	 (several	 centuries	 long),
interspersed	with	short	warm	episodes	 lasting	a	 few	centuries	 (green
columns).	 Most	 civilizations,	 including	 ours,	 bloomed	 during	 these
ephemeral	 warm	 episodes.	 Most	 of	 them	 also	 collapsed	 during	 the
ensuing	cooling.
	

Figure	211:	Warm	periods	over	the	last	5,000	years.	(©	Sott.net,

adapted	from	Carter,	2007)

	
Our	present	civilization	is	characterized	by	a	level	of	technological



dependency	 that	 is	 probably	 unprecedented	 in	 history.	 Infrastructure
features	 like	 power	 stations,	 dams	 or	 bridges,	 even	 roads	 and
buildings,	 are	 designed	 within	 a	 specific,	 narrow	 range	 of
environmental	 parameters	 (temperature,	 pressure,	 electromagnetic
activity,	 seismic	 activity,	 etc.)	 Those	 ranges	 have	 been	 defined	 by
examining	 historic	 records	 and	 building	 structures	 capable	 of	 facing
extreme	conditions	(earthquakes,	tsunamis,	high	winds,	etc.)	recorded
during	a	period	of	time	usually	extending	for	only	several	decades	to	a
few	centuries.	The	historical	records	used	to	set	those	ranges	are	based
on	one	of	those	quiet	periods	(the	last	one	or	two	centuries),	which	is
not	representative	of	the	chaotic	periods	our	planet	has	experienced	in
the	more	distant	past,	and	what	it	is	likely	to	experience	in	the	future.
	
For	 example	 the	 Fukushima	 Daiichi	 nuclear	 plant	 was	 protected

from	the	sea	by	a	5.7-meter-high	dike.	[802]	This	dike	had	been	built	to
withstand	the	highest	local	tsunamis	on	record	over	the	past	100	years.
[803]	 Those	 tsunamis	 never	 exceeded	 5.7	 meters	 in	 height.	 But	 on
Friday,	March	 11th,	 2011,	 the	 Fukushima	 dike	was	 submerged	 by	 a
14-meter	tsunami	triggered	by	a	magnitude	9.0	earthquake.	[804]
	
Similarly,	 the	 earthquake	 at	 Daiichi	 reached	 a	 maximum

acceleration	of	507	gal	 [805]	 at	Unit	3,	while	 the	design	basis	 for	 this
building	was	that	it	would	withstand	a	maximum	441	gal	acceleration.
[806]

	



Figure	212:	Aerial	photo	of	the	destroyed	unit	3	and	4	of	Fukushima

nuclear	plant.	This	photo	was	taken	by	a	drone	on	March	24,	2011

(©Air	Photo	Service)

	
In	 our	 modern	 civilization,	 most	 fundamental	 human	 needs	 like

water	 supply,	 electricity,	 transportation,	 food	 production	 and	 long-
distance	 communications	 are	 met	 thanks	 to	 the	 heavy	 use	 of
technologies	 that	 were	 neither	 designed	 nor	 built	 to	 face	 unusual
environmental	events.
	
The	 argument	 that	 technological	 sophistication	 protects	 modern

society	 from	natural	disasters	 is	 a	grave	misconception.	 [807]	Without
those	 technologies,	our	civilization	would	grind	 to	a	halt,	 teleporting
us	 back	 to	 Stone	 Age	 conditions,	 assuming	 we	 actually	 manage	 to
survive	at	all.
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CHAPTER	 36:	 THE	 RISE	 AND
COLLAPSE	OF	MATERIALISM
	

Since	the	Middle	Ages	the	cyclical	nature	of	our	reality	has	steadily
been	 whitewashed	 from	 human	 understanding.	 Along	 with	 the
rewriting	 of	 history	 described	 in	 the	 previous	 chapter,	 religion	 also
played	a	major	part	 in	 the	way	people	perceived	 their	world	and	 the
role	they	played	in	it.

	
Until	 the	 17th	 century,	 religion	 dominated	 and	 ruled	 the	 lives	 and

minds	 of	 most,	 if	 not	 all,	 members	 of	 Western	 civilization.
Considering	the	events	the	peoples	of	those	times	experienced,	it’s	not
hard	to	understand	why.	Destruction	from	the	sky	and	mass	death	all
around	 would	 have	 a	 tendency	 to	 induce	 extreme	 religiosity	 in	 an
effort	to	find	the	right	formula	to	appease	the	gods.
	



Figure	213:	‘God	condemned	the	cities	of	Sodom	and	Gomorrah	and

turned	them	into	heaps	of	ashes’.	2	Peter	2:6	(New	Living

Translation).	The	Destruction	of	Sodom	and	Gomorrah.	Oil	on	canvas.

John	Martin.

	
Religion	permeated	 the	medieval	 societies	 of	Europe	 and	 all	were

ruled	by	a	deep	fear	of	damnation.	All	actions	on	Earth	were	aimed	at
gaining	a	 seat	 in	Heaven.	All	 that	mattered	was	 to	 avoid	 earthly	 sin
and/or	 to	 be	 forgiven,	 based	 on	 the	 assumption	 that	 the	 Bible	 was
Truth,	 and	 that	 everything	 outside	 the	 Bible	 was	 heresy.	 And	 there
was	 obviously	 a	 compellingly	 big	 stick	 being	 wielded	 by	 the
environment.
	
In	 such	 a	 cosmogony,	 Christianity	 bred	 obscurantism	 [808]	 and

people	were	 kept	 in	 a	 state	 of	 ignorance,	 unable	 to	 understand	 their
environment	in	general	and	its	cyclical	nature	in	particular.

	
But	it	had	not	always	been	like	that.	In	the	beginning	of	the	Middle

Age,	paganism	[809]	was	still	a	widespread	form	of	religion.	According



to	 pagan	 beliefs,	 God	 is	 immanent,	 present	 in	 every	 creature,	 every
constituent	of	 the	world.	The	supernatural	and	miracles	were	part	of
daily	 life.	 But	 this	 worldview	 was	 in	 direct	 contradiction	 with	 the
Church	 dogma	 and	 particularly	 the	 Bible	 according	 to	 which	 the
monotheist	god	has	the	monopoly	on	miracles	and	the	supernatural.
	
So,	 to	 counteract	 paganism,	 the	 Catholic	 Church	 established	 a

dualist	dogma	where	human	beings	were	separated	from	God.	People
lived	in	a	material	world	solely	ruled	by	natural	laws	while	a	remote
transcendent	 god	 intervened	 in	 the	 material	 world	 by	 performing
miracles	 and	 supernatural	 feats.	 Thus,	 the	 (direct)	 human-cosmic
connection	was	removed	and	replaced	by	the	arbitrary	wrath	of	God,
interceding	 between	 human	 behavior	 and	 cosmic	 events.	 Notice,
however,	 that	 at	 this	 point	 the	 possibility	 of	 dramatic	 cosmic	 events
(cataclysms	inflicted	by	God)	still	existed.

	
The	human	realm	solely	governed	by	natural	laws	as	posited	by	the

Church	laid	the	foundations	for	the	development	of	science	during	the
17th	century.	Science	was	tasked	with	figuring	out	those	natural	laws
while	 the	 Church	 kept	 a	 tight	 grip	 on	 men’s	 souls.	 Thus,	 after	 the
‘medieval	dark	age’	came	the	period	of	‘enlightenment’	[810],	or	so	we
were	led	to	think:
	

You	can,	with	some	plausibility,	represent	the	Renaissance	as	darker
than	the	Middle	Ages.	Machiavelli,	the	Medicis,	and	the	Borgias	have
long	been	 regarded	 as	 sin	 incarnate	 in	odious	 forms.	Making	 all	 due
allowances	 for	 exaggeration	and	perversion	of	 truth,	 the	Renaissance
was	 not	 a	 golden	 age,	 and	 the	 dramas	 of	 horror	 are	 something	more
than	the	nightmares	of	a	madman.	[811]

	
Religion	and	science	worked	hand	in	hand.	First,	God	was	removed

from	the	human	realm	by	the	Church	that	replaced	the	immanent	god
with	 a	 remote,	 transcendent	 god.	 Second,	 God	 was	 killed	 by
philosophers	and	scientists	who	promulgated	an	atheistic,	mechanistic



paradigm.
	

Reason	became	the	new	religion.	From	the	god	who	was	preparing
hell	 for	 the	ones	who	dared	ask	what	He	was	doing	before	he	made
Heaven	and	Earth,	 [812]	to	the	uniformitarian,	mechanistic	science	that
anathematized	 anything	 or	 anyone	 who	 would	 dare	 question	 its
diktats.	 Fundamentally,	 nothing	 had	 changed,	 and	 obscurantism
(which	 ironically	 means	 the	 ‘enemy	 of	 Enlightenment’),	 still
prevailed:
	

Just	 as	 the	 sun	 replaces	 the	 earth	 as	 the	 center	 of	 our	 cosmos	 in
Copernicus’	cosmological	system,	so	humanity	 itself	 replaces	God	at
the	center	of	humanity’s	consciousness	in	the	Enlightenment.	[813]

	
With	 the	 reign	of	 science,	 things	became	even	worse	because	 any

form	 of	 moral	 values	 (sense	 of	 good	 and	 bad,	 ethics)	 and
transcendence	 (entities	 and	 principles	 that	 are	 higher	 than	 human
beings)	 were	 erased.	 Man,	 in	 his	 totality,	 became	 considered	 as	 a
spirit-less	biochemical	machine	(figure	215).

	
From	the	18th	century	onwards,	quieter	skies	and	the	emergence	of

the	 uniformitarian/mechanistic	 paradigm	 would	 progressively	 and
successfully	 remove	 the	 human-cosmic	 connection	 and	 its	 latest
medieval	avatar,	the	wrath	of	god,	from	memory.
	



Figure	214:	Photograph	of	French	alchemist	Sédir.

	
One	 of	 the	 last	 written	 testimonies	 mentioning	 a	 link	 between

human	 affairs	 and	 cosmic/cometary	 activity	 was	 made	 by	 a	 French
alchemist	called	Sédir	[814]	at	the	end	of	the	19th	century.	At	this	time,
the	human-cosmic	connection	had	been	almost	totally	erased	and	only
a	few	‘esoteric’	circles	retained	shreds	of	this	lost	knowledge:
	

The	 earth	 is	 not	 a	 homogeneous	 solid,	 and	when	 the	 axis	 tilts	 too
much,	 the	 pressure	 exerted	 by	 waters	 and	 rocks	 changes	 here	 and
there,	 resulting	 in	 crust	 folds	 and	 cracks,	 this	 is	 what	 we	 call
earthquakes.	These	pressure	changes,	these	displacements	of	the	globe
relative	to	the	sun	and	other	planets,	disrupt	the	underground	magnetic
currents;	 and	 as	 resistance	 to	 an	 electric	 current	 generates	 heat,
volcanoes	 appear,	 like	 safety	 valves	 of	 the	 huge	machine,	 and	 great
eruptions	 terrorize	 populations	 […]	 Sunspots	 change,	 some	 disciples
can	 distinguish	 an	 unknown	 Sun	 on	 the	 horizon[…]	 But	 such
phenomena	 are	 not	 due	 to	 a	 hazard:	 They	 are	 willed	 by	 cosmic
intelligences	 or	 else	 brought	 about	 as	 reactions	 to	 social	 or	 ethnic
diseases.	[815]

	



Sédir	 established	 a	 clear	 parallel	 between	human	 ‘devolution’	 and
cosmic	events,	including	an	‘unknown	Sun’.	But	the	modern	age	has
made	us	 orphans	 of	 this	 precious	 knowledge	 and	blind	 to	 the	major
threat	that	looms	over	our	heads.
	
By	 the	 19th	 century,	 reason	 had	 fully	 triumphed:	 scientists	 firmly

considered	the	universe	as	purely	mechanistic.	This	was	the	era	of	the
industrial	 revolution	and	 the	 ‘clockwork	universe’	model.	According
to	this	paradigm,	the	Universe’s	only	constituent	was	matter	made	of
‘billiard	ball’	particles	solely	ruled	by	mechanical	laws	(also	known	as
natural	laws)	like	inertia,	speed,	mass,	etc.
	
This	rejection	of	any	kind	of	‘action	at	a	distance’	naturally	 led	 to

the	 conviction	 that	 human	 activity	 could	 have	 no	 influence
whatsoever	on	cosmic	activities.	Even	the	human	mind	would	soon	be
explained	exclusively	by	electric	signals	and	chemical	reactions,	or	so
the	materialists	hoped.

	
But	by	the	end	of	the	19th	century,	some	cracks	began	to	appear	in

the	 edifice	 of	 materialism.	 In	 1861,	 Maxwell	 [816]	 demonstrated	 the
laws	of	electromagnetism.	Matter	was	no	longer	alone.	The	scientific
community	 had	 to	 acknowledge	 the	 existence	 of	 something	 more
subtle:	energy.
	



Figure	215:	Man	as	Industrial	Palace.	National	Library	of	Medicine,

Stuttgart.	(©	Fritz	Kahn)

	



In	 1895,	 Röntgen	 [817]	 discovered	 radioactivity,	 a	 phenomenon
where	 solid	 matter	 converts	 into	 radioactive	 waves.	 At	 this	 point,
scientists	 began	 to	 realize	 that	 there	 was	 no	 fundamental	 boundary
separating	matter	 and	 energy.	 In	 his	 now	 famous	E=MC2	 equation,
Einstein	 showed	 how	 energy	 and	 matter	 were	 equivalent.	 Mass-
energy	 had	 taken	 the	 place	 of	mass	 alone.	Hiroshima	 and	Nagasaki
would	 become	 the	 tragic	 proof	 of	 the	 principle	 of	 equivalence
between	 mass	 and	 energy.	 With	 this	 principle	 came	 the	 ‘field’
character	 of	 matter,	 and	 scientists	 began	 wondering	 to	 what	 extent
relativity	theory	implied	a	de-materialization	of	matter.
	
With	 energy	 introduced	 into	 the	 equation,	 the	 new	 model	 of	 the

universe	made	 of	miniscule	 physical	 structures	 (particle	matter)	 and
waves	(energy)	worked	much	better	 than	 the	purely	mechanical	one.
However,	 many	 phenomena	 still	 remained	 unexplained,	 including
what	is	condescendingly	called	‘the	paranormal’	or	‘metaphysics’.	[818]
	
The	 emergence	 of	 quantum	 theory	 at	 the	 beginning	 of	 the	 20th

century	 marked	 a	 second	 major	 setback	 to	 materialism	 and
revolutionized	 our	 understanding	 of	 reality.	 According	 to	 quantum
physics,	our	reality	is	not	as	tangible,	nor	as	immutable,	as	previously
thought.
	
One	 early	 discovery	 made	 by	 quantum	 physicists	 relates	 to

properties	 of	 subatomic	 particles	 (electrons,	 protons,	 neutrons),	 the
fundamental	 constituents	 of	 matter.	 For	 this	 purpose,	 a	 ‘double	 slit
experiment’	was	conducted.	As	indicated	by	its	name,	this	experiment
consists	 of	 putting	 a	 double	 slit	 in	 the	 path	 of	 subatomic	 particles
(figure	216).
	



Figure	216:	Double	slit	experiment	(©	Sott.net)

	
In	figure	216,	we	see	photons	behaving	like	waves.	On	the	right	of

the	 slit	 openings,	 the	 light	 waves	 generate	 wave	 patterns	 similar	 to
those	created	by	a	pebble	thrown	into	water.	Since	there	are	two	slits,
there	are	two	series	of	waves	(as	if	you	throw	two	pebbles	into	water).

	
Eventually	 those	waves	 reach	each	other	 and	begin	 to	 interfere.	 It

means	that	in	some	places	the	waves	amplify	each	other,	but	in	others
they	 cancel	 each	 other.	 The	 red	 curve	 on	 the	 right	 shows	 the
brightness	(quantity	of	photons)	relative	to	the	vertical	location	on	the
photon	 detector.	 For	 example,	 in	 the	middle	 of	 the	 photon	 detector,
brightness	 is	 at	 its	maximum	 because	 the	 two	 series	 of	waves	 fully
add	up.
	
However,	 those	 interference	 patterns	 only	 predict	 the	 probability

that	 a	photon	will	hit	 the	detector	 in	a	 specific	 location.	The	photon
follows	probabilistic	rules.	The	place	where	it	will	hit	 the	detector	is
not	determinate;	we	can’t	know	it	in	advance.

	
According	to	the	standard	interpretation	in	quantum	physics,	[819]	the

world	is	not	fundamentally	determinate.	Heisenberg’s	[820]	principle	of
indeterminacy	means	not	only	that	we	can’t	know	the	precise	location



and	 momentum	 of	 subatomic	 particles,	 but	 also	 that	 the	 particles
simply	do	not	have	a	precise	location	and	momentum.	In	other	words,
quantum	 physics	 injected	 a	 dose	 of	 ‘chance’	 into	 a	 world	 that	 was
previously	seen	as	totally	determined.
	
The	story	doesn’t	end	here.	The	results	of	the	double	slit	experiment

become	 even	 stranger	when	 an	 observer	 is	 introduced	 into	 this	 very
same	experiment,	not	at	the	level	of	the	photon	detector	as	before,	but
at	the	level	of	the	slits.	With	the	introduction	of	this	observer,	results
change	 drastically;	 the	 photons	 stop	 behaving	 like	 waves	 and	 they
start	acting	like	particles.

	
As	depicted	in	figure	217,	each	photon,	now	behaving	like	a	particle

(because	it	is	observed	at	the	level	of	the	slit)	has	a	‘choice’	between
two	paths	when	encountering	the	double	slit.	It	can	go	through	slit	A
and	then	impact	the	photon	detector	at	location	A,	or	it	can	go	through
slit	B	and	impact	the	photon	detector	at	location	B.
	

Figure	217:	The	double	slit	experiment	with	photons	behaving	like

particles	(©	sott.net)

	
Austrian	quantum	physicists	Brukner	and	Zeilinger	summarized	the

phenomenon	in	these	terms:
	



The	 observer	 can	 decide	 whether	 or	 not	 to	 put	 detectors	 into	 the
interfering	path.	That	way,	by	deciding	whether	or	not	to	determine	the
path	 through	 the	 two-slit	 experiment,	 he	 can	 decide	 which	 property
can	become	reality.	 If	he	chooses	not	 to	put	 the	detectors	 there,	 then
the	 interference	 pattern	 will	 become	 reality;	 if	 he	 does	 put	 the
detectors	 there,	 then	 the	 beam	 path	 will	 become	 reality.	 Yet,	 most
importantly,	 the	observer	has	no	 influence	on	 the	 specific	 element	of
the	 world	 which	 becomes	 reality.	 Specifically,	 if	 he	 chooses	 to
determine	the	path,	he	has	no	influence	whatsoever	which	of	 the	 two
paths,	the	left	one	or	the	right	one,	Nature	will	tell	him	[…]	where	the
particle	 is	 found.	Likewise,	 if	 he	 chooses	 to	 observe	 the	 interference
pattern	he	has	no	influence	whatsoever	where	in	the	observation	plane
he	 will	 observe	 a	 specific	 particle.	 Both	 outcomes	 are	 completely
random.	[821]

	
This	aspect	of	the	quantum	world	is	illustrated	by	the	now	famous

Schrödinger’s	[822]	cat	experiment,	which	he	described	as	follows:
	

One	can	even	set	up	quite	ridiculous	cases.	A	cat	is	penned	up	in	a
steel	chamber,	along	with	the	following	device	(which	must	be	secured
against	direct	 interference	by	 the	cat):	 in	a	Geiger	counter,	 there	 is	a
tiny	bit	of	radioactive	substance,	so	small,	that	perhaps	in	the	course	of
the	 hour	 one	 of	 the	 atoms	 decays,	 but	 also,	 with	 equal	 probability,
perhaps	none;	if	it	happens,	the	counter	tube	discharges	and	through	a
relay	releases	a	hammer	that	shatters	a	small	flask	of	hydrocyanic	acid.
If	one	has	 left	 this	entire	 system	 to	 itself	 for	an	hour,	one	would	say
that	 the	 cat	 still	 lives	 if	 meanwhile	 no	 atom	 has	 decayed.	 The	 psi-
function	 of	 the	 entire	 system	 would	 express	 this	 by	 having	 in	 it	 the
living	and	dead	cat	(pardon	the	expression)	mixed	or	smeared	out	 in
equal	parts.	[823]

	



Figure	218:	Depiction	of	the	‘Schrödinger’s	cat’	thought	experiment

(©thelifeofpsi.com)

	
According	 to	 Schrödinger,	 the	 Copenhagen	 interpretation	 implies

that	 the	cat	 remains	both	alive	and	dead	 [824]	 (to	 the	universe	outside
the	box)	until	the	box	is	opened:
	

It	is	typical	of	these	cases	that	an	indeterminacy	originally	restricted
to	 the	 atomic	 domain	 becomes	 transformed	 into	 macroscopic
indeterminacy,	which	can	then	be	resolved	by	direct	observation.	[825]

	
The	key	point	 here	 is	 that	 the	 ‘indeterminacy’	 (the	 cat	 being	both

alive	and	dead	to	the	universe	outside	the	box)	will	be	removed	by	the
‘direct	 observation’	 i.e.	 the	 exchange	 of	 information	 between	 the
observer	and	the	event.

	
From	 this	 perspective	 it	 seems	 that	 our	 reality	 emerges	 from	 an

underlying	 dimension	 that	 comprises	 an	 infinite	 number	 of	 possible
universes.	Only	one	of	 those	possible	universes	materializes	 through



what	is	called	the	‘wave	collapse	function’,	in	the	same	way	that	one
specific	 location	 or	 momentum	 of	 a	 particle	 emerges	 from	 the
‘superposition’	of	all	 its	possible	states.	For	example,	until	a	particle
is	 observed,	 it	 can	 theoretically	 be	 in	 any	 position,	 some	 more
probable	than	others.	Once	it’s	observed	the	particle	‘freezes’	in	only
one	location.
	
Ironically,	 science,	 through	quantum	physics,	had	 reintroduced	 the

possibility	 of	 some	 interaction	 between	 mind	 (the	 observer)	 and
matter	 (the	 observed	 event),	 and	 by	 extension	 the	 human-cosmic
connection,	 two	 centuries	 after	 it	 had,	 through	 Newtonian	 physics,
dismissed	the	very	same	phenomenon.
	
Schrödinger	designed	his	cat	thought	experiment	in	the	context	of	a

discussion	[826]	about	‘quantum	entanglement’,	which	is	when	a	pair	of
particles	 (two	 particles	 coming	 from	 the	 same	 source	 or	 having
interacted	 with	 each	 other)	 display	 the	 same	 properties	 (position,
momentum,	spin,	polarization,	etc.)
	
To	understand	the	notion	of	entanglement	better,	scientists	took	the

double	 slit	 experiment	 one	 step	 further	 and	 set	 up	 a	 thought
experiment	where	two	double	slits	would	be	simultaneously	fired	with
two	twin	photons.
	

Figure	219:	Two	double	slit	experiments	conducted	simultaneously

with	two	twin	photons	(©	Sott.net)

	
As	illustrated	in	figure	219,	two	paired	photons	(twin	1	and	twin	2)

are	 generated	 at	 exactly	 the	 same	 time,	 and	 they	 reach	 their	 double



slits	 at	 the	 same	 time.	 Because	 of	 entanglement,	 the	 two	 photons
should	make	the	same	choices	(slit	A	and	slit	A	or	slit	B	and	slit	B).

	
Discussion	 raged	 among	 scientists	 trying	 to	 make	 sense	 of

entanglement.	 Some,	 like	 Einstein,	 argued	 that	 it	 was	 explained	 by
what	 he	 called	 ‘spooky	 action	 at	 a	 distance’.	 Somehow	 the	 first
measurement	made	on	twin	1	was	then	communicated	to	twin	2	which
could	mimic	the	behavior	of	the	first	photon.
	
For	some	other	 scientists,	 amongst	whom	was	Niels	Bohr,	 [827]	 the

communication	 between	 the	 two	 electrons	 was	 instantaneous
(nonlocal	phenomenon).	The	debate	between	Bohr	and	Einstein	lasted
over	20	years	until	their	deaths.	[828]
	
The	problem	was,	the	two-double	slit	experiment	was	nothing	more

than	theoretical	speculation.	It	was	only	in	the	1980s	that	technology
allowed	 for	 the	 generation	 of	 single	 photons	 and,	 thus,	 for	 an
opportunity	 to	 conduct	 an	 experiment	 that	 would	 settle	 the
entanglement	case.	In	1982,	French	physicist	Alain	Aspect	[829]	finally
managed	 to	 design	 all	 the	 necessary	 equipment	 and	 he	 fired
simultaneously	one	photon	 in	one	direction	and	 its	 twin	 in	 the	other
direction.
	



Figure	220:	Aspect	conducted	his	experiment	in	this	lab	at	Orsay.

The	source	of	pairs	of	entangled	photons	consisted	of	several

lasers,	and	a	stream	of	atoms.	Measurements	were	taken	after	they

had	travelled	six	meters	in	both	directions	from	the	source.	(©

GOA/LCFIO)

	
The	 results	 were	 clear:	 both	 photons	 encountered	 their	 respective

double	slit	simultaneously	and	chose	the	same	corresponding	A	or	B
slit	 at	 the	very	same	 time.	 [830]	Somehow,	 the	 twins	had	managed	 to
instantaneously	exchange	information,	even	over	large	distances.	[831]
	
Following	 the	 disclosure	 of	 Aspect’s	 results,	 several	 scientists

suggested	that	the	experiments	demonstrated	superluminal	(faster	than
light)	 action	 at	 a	 distance,	 therefore	 breaching	 Einstein’s	 theoretical
limits	wherein	light	speed	is	the	maximum	possible	speed.	[832]
	
While	quantum	physics	strongly	suggests	the	central	role	played	by

information	(observer-event	interaction	–	entanglement),	a	connection
between	 mind	 and	 matter	 (observer’s	 role),	 and	 the	 existence	 of
instantaneous	 interactions	 (two-double	 slit	 experiment),	 it	 leaves
many	questions	unanswered.
	
In	the	next	three	chapters	we	will	focus	on	these	questions:

	



Can	 the	 connection	 between	 mind	 and	 particles	 be	 scaled	 up	 to	 macro
events?	How	does	the	observer	influence	a	‘random’	event?	(Chapter	37)
What	is	the	exact	nature,	and	properties,	of	information?	(Chapter	38)
How	 can	 an	 information	 exchange	 transcending	 time	 and	 space	 occur?
(Chapter	39).
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CHAPTER	 37:	 THE	 ROLE	 OF	 THE
‘OBSERVER’
	

The	term	‘observer’,	as	used	by	quantum	physicists	and	in	the	title
of	 this	chapter,	can	be	quite	misleading.	 It	 suggests	a	purely	passive
state	 where	 the	 person	 in	 question	 only	 receives	 information.	 For
example,	visual	observation	is	considered	to	be	the	passive	reception
of	 visual	 data,	 through	 photons	 emitted	 by	 an	 external	 source	 and
hitting	the	retina.

	
However,	 recent	 research	 shows	 that	 vision	 is	 not	 a	 one-way

process.	While	the	eyes	do	receive	photons,	they	also	emit	photons,
[833]	which	are	known	to	be	prime	carriers	of	information.	[834]	The	eye
is	not	an	isolated	organ	in	this	respect.	The	brain	 [835]	and	most	other
organs	also	emit	photons.	 [836]	 (We’ll	 soon	examine	 [837]	 the	potential
role	played	by	these	emitted	photons).
	

Figure	221:	Ultraweak	bio-photon	emission	measured	in	a	leaf	(©

Berthold	Technology)

	
As	 shown	 in	 the	 previous	 chapter,	 the	 quantum	 principle	 of

uncertainty	 is	only	 supposed	 to	apply	at	 the	particle	 scale.	Although
Schrödinger’s	 experiment	 [838]	 was	 first	 a	 mere	 thought	 experiment



about	 the	 influence	 of	 mind	 (the	 observer)	 on	 matter,	 it	 was	 later
demonstrated	 in	 practical	 experiments	 at	 the	 level	 of	 particles	 and
scaled	up	in	later	years.
	
Still	 far	 smaller	 than	 the	 human	 body,	 [839]	 by	 1999	 a	 molecule

comprising	60	atoms	of	carbon	[840]	was	observed	exhibiting	the	same
quantum	behavior.	Recent	research	shows	that	nonlocality	also	occurs
in	macroscopic	systems	made	of	photons,	nuclei	and	ions,	 [841]	and	in
living	systems	such	as	photosynthesis	[842]	and	DNA.	[843]
	
The	scaling-up	is	probably	not	over.	A	survey	conducted	among	33

key	 physicists	 revealed	 that	 most	 of	 them	 believe	 that	 quantum
physics	do	apply	to	large	objects:
	

More	than	two-thirds	believed	that	there	is	no	fundamental	limit	to
quantum	theory	—	that	it	should	be	possible	for	objects,	no	matter
how	 big,	 to	 be	 prepared	 in	 quantum	 superpositions	 like
Schrödinger’s	cat.	[844]

	
Since	the	1940s,	hundreds	of	experiments	[845]	have	been	conducted

showing	that	the	human	mind	can	indeed	have	an	influence	on	matter
at	the	macro	scale.	This	phenomenon	is	called	‘psychokinesis’	(‘PK’)
or	‘telekinesis’,	which	describes	a	person’s	capability	of	influencing	a
physical	system	without	any	physical	interaction.
	
One	of	the	first	PK	experiments	 [846]	involved	dice-throwing,	where

individuals	try	to	influence	the	result	of	a	dice.	The	first	paper	on	the
topic	was	published	by	L.	E.	Rhine	&	J.	B.	Rhine	in	1943.	[847]
	



Figure	222:	Joseph	Bank	Rhine	and	Louisa	Rhine	using	a	dice-casting

machine	(©	Foundation	for	Research	on	the	Nature	of	Man)

	
Since	 then,	hundreds	of	dice	experiments	have	been	conducted.	 In

1991	Princeton	scientist	Dean	Radin	directed	an	extensive	 [848]	meta-
analysis	of	179	dice	experiments	and	concluded	that	the	overall	PK
effect	is	statistically	highly	significant.	[849]
	
Along	 with	 the	 dice	 experiments,	 countless	 numbers	 of	 PK

experiments	have	provided	a	body	of	evidence	supporting	the	theory
that	humans	have	a	non-material	influence	on	various	kinds	of	macro
events,	 both	 non-living	 forms	 and	 living	 forms,	 [850]	 including	 other
humans:
	

The	behavior	of	dogs	[851]

Growth	or	viability	of	bacteria,	[852]	fungus,	[853]	yeast,	[854]	and	plants	[855]
Influence	 on	 the	 movements	 of	 protozoa,	 larvae,	 woodlice,	 ants,	 chicks,
mice,	rats,	gerbils,	and	cats	[856]



Sleeping	and	waking	state	in	humans	[857]

The	direction	of	eye	movements	in	dreaming	target	persons	[858]

Human	 physiological	 activities,	 including	 electrodermal	 activity,	 [859]	 red
blood	 cells,	 [860]	 blood	 pressure,	 [861]	 muscular	 tension,	 muscular	 tremor,
[862]	and	unconscious	muscular	movement.	[863]

	
One	of	the	most	extensive	and	scientifically	sound	PK	experiments

was	conducted	by	Dr.	Robert	Jahn,	Dean	of	the	School	of	Engineering
and	 Applied	 Science	 at	 Princeton,	 and	 Brenda	 Dunne,	 a
developmental	psychologist	at	the	University	of	Chicago.
	

Figure	223:	Prof.	Robert	Jahn	and	Brenda	Dunne,	M.S.

	
In	a	12-year	period,	 Jahn	and	Dunne	conducted	nearly	2.5	million

trials	 [864]	 in	 which	 participants	 sitting	 in	 front	 of	 a	 carefully
configured	 Random	 Event	 Generator	 (REG)	 would	 first	 attempt	 to
‘will’	the	machine	to	produce	more	1s	than	0s,	then	the	reverse,	then
try	 not	 to	 influence	 the	 machine	 in	 any	 way.	 An	 ‘REG’	 usually
contains	 radioactive	 material	 that	 is	 supposed	 to	 decay	 randomly.
Electronics	 within	 the	 machine	 transform	 the	 decay	 process	 into
measurable	signals	(green/red	light,	for	example).	REG	machines	are
calibrated	to	generate	50%	red	and	50%	green	responses.	But,	at	 the
end	of	Jahn	and	Dunne’s	experiments,	52	per	cent	of	all	trials	were	in
the	intended	direction	and	nearly	two-thirds	of	the	91	participants	had
overall	 success	 in	 influencing	 the	 machines	 the	 way	 they	 had



intended.
	

It	 should	 be	 emphasized	 that	 the	 research	 conducted	 by	 Jahn	 and
Dunne	is	one	of	the	very	few	parapsychological	studies	that	has	been
recognized	by	 a	prominent	 scientific	 organization,	 the	U.S.	National
Research	Council,	which	concluded	that	the	REG	trials	were	rigorous
and	that	its	results	could	not	be	explained	by	chance.
	
Although	 the	 deviation	 (see	 figure	 224)	 might	 seem	 limited	 [865]

(52%	vs.	50%),	statistically	it	is	highly	significant	because	the	results
were	 compiled	 from	 millions	 of	 trials,	 with	 dozens	 of	 correlating
experiments,	and	conducted	over	 several	decades.	The	odds	of	 these
results	being	produced	by	chance	are	one	in	a	trillion.	[866]
	

Figure	224:	Cumulative	deviations	of	mean	shifts	achieved.	Top

curve	displays	the	shift	for	a	‘1’	intent,	bottom	curve	displays

the	shift	for	a	‘0’	intent.	(©	Jahn	&	Dunne)

	
While	 the	PK	experiments	 quoted	 above	 show	 that	 individuals	 do

have	an	 influence	on	macro	events,	 the	example	below	suggests	 that
they	might	even	have	a	direct	influence	on	events	of	a	cosmic	nature,
the	very	core	of	the	human-cosmic	connection:
	

Roy	 Sullivan	 (1912–1983)	 was	 a	 park	 ranger	 at	 Shenandoah
National	Park	 in	Virginia	 for	36	years,	 beginning	 in	1940.	On	 seven
occasions	 between	 1942	 and	 1977,	 six	 of	 them	 while	 in	 the	 park,
Ranger	Sullivan	was	struck	by	lightning	and	lived	to	tell	about	it.



	
Sullivan	earned	his	entry	in	Guinness	World	Records	the	hard	way.

Two	of	his	ranger	Stetsons,	both	with	lightning-damaged	crowns,	are
on	display	in	Guinness	World	Exhibit	Halls.	[…]

	
In	that	first	 instance,	back	in	1942,	Roy	may	not	have	been	still	 in

that	fire	lookout	tower	when	the	thunderstorm	approached.	He	said	on
at	 least	one	occasion	 that	he	had	bailed	out	of	 the	 tower	 (a	 lightning
magnet)	and	was	hot-footing	it	for	a	safer	place	when	the	bolt	zapped
him.	 He	 counted	 himself	 very	 lucky	 to	 still	 be	 alive,	 and	 indeed	 he
was.

	
In	 that	 second	 instance,	 the	 1969	 one,	 Roy	 was	 hit	 by	 lightning

while	driving	his	 truck	down	a	mountain	 road.	Now	stop	 right	 there.
To	 say	 that’s	 not	 supposed	 to	 happen	 is	 an	 understatement	 of
stupendous	proportions.	Roy	could	probably	have	sat	in	that	truck	for	a
thousand	 years	 while	 lightning	 struck	 it	 a	 gazillion	 times	 and	 he’d
never	 get	 hurt	 as	 long	 as	 he	 rolled	 up	 the	 windows,	 kept	 his	 arms
inside,	and	didn’t	touch	the	metal	exterior.	That’s	how	safe	it	is	to	be
inside	 a	 vehicle	 during	 an	 electrical	 storm.	 (When	 a	 lightning	 bolt
strikes	a	vehicle,	the	charge	travels	around	the	exterior,	not	through	the
interior,	and	just	blows	out	the	tires.)	[…]

	
Here’s	what	happened	 that	 time	 in	1969.	Roy	was	 tooling	down	a

mountain	 road	 (presumably	 Skyline	 Drive)	 with	 his	 windows	 rolled
down	 when	 lightning	 struck	 a	 tree	 next	 to	 the	 road	 and	 then	 went
laterally	 through	 the	cab	of	his	 truck	and	out	 the	other	side,	singeing
his	eyebrows	en	route	to	zapping	tree	number	two	on	the	opposite	side
of	 the	 road.	 The	 odds	 of	 that	 happening	 to	 a	 motorist	 are	 almost
indescribably	small,	but	remember,	we	are	talking	about	Roy	Sullivan
here.

	
Strike	number	three	(1970)	occurred	when	Roy	was	walking	across

his	yard	to	get	his	mail.	Roy’s	property	is	not	a	good	place	to	be	in	an
electrical	 storm,	 folks.	 Roy’s	 wife	 could	 have	 attested	 to	 that.	 She
suffered	nonfatal	injuries	when	lightning	struck	her	one	day	when	she
was	hanging	the	wash	in	the	back	yard.	(Roy	was	with	her	at	the	time.)
[…]

	



In	one	of	the	instances,	Roy	was	struck	by	the	only	bolt	of	lightning
produced	by	the	low	cloud	that	passed	overhead.	[…]	[867]

	

Figure	225:	Burn	mark	left	on	Roy	Sullivan’s	back	after	he	was

struck	by	a	lightning	bolt.

	
Sullivan	was	avoided	by	people	later	in	life	because	of	their	fear	of

being	 hit	 by	 lightning,	 and	 this	 saddened	 him.	 On	 September	 28th,
1983,	Roy	Sullivan	killed	himself	from	a	self-inflicted	gunshot	to	the
stomach.	Six	years	had	passed	since	he	had	last	been	hit	by	lightning.
[868]

	
The	 odds	 of	 being	 struck	 by	 a	 lightning	 bolt	 once	 in	 40	 years	 is

about	1/12,500.	 [869]	So	Roy	Sullivan’s	chances	of	being	struck	seven
times	 are	1	 in	4.7×1028.	 [870]	Of	 course,	 because	of	 the	nature	of	 his
work,	 Sullivan	 spent	 a	 lot	 of	 time	 outdoors	 and	was	 therefore	more
exposed	to	lightning.	However,	after	the	first	strike	he	became	overly
wary	 of	 lightning	 and	 tried	 to	 avoid	 it.	 Therefore	 the	 probability	 of
him	being	struck	should	have	been	 lower	 than	average.	Nonetheless,
he	was	struck	six	more	times.

	
Another	 striking	element	 in	Sullivan’s	 story	 is	 that	he	survived	 all



seven	 lightning	 strikes,	 while	 the	 death	 rate	 for	 people	 struck	 by
lightning	 is	 30%.	 [871]	 Obviously,	 the	 usual	 probabilities	 and	 death
rates	didn’t	apply	to	Sullivan.
	

Figure	226:	Roy	Sullivan	wearing	one	of	his	two	hats	that	were

ripped	through	by	a	lightning	bolt.

	
While	the	Sullivan	case	puzzles	modern	scientists,	it	might	not	have

done	so	earlier	 in	history.	Several	books	dealing	with	lightning	were
published	 at	 the	 beginning	 of	 the	 18th	 century.	 According	 to	 those
writings,	 ‘humans,	 by	 their	 presence,	 could	 attract	 lightning	 to	 a
nearby	object.’	[872]
	
One	 is	 compelled	 to	 ask:	 what	 was	 the	 unique	 make-up	 of	 Roy

Sullivan	 that	 led	 to	 these	 completely	 bizarre	 experiences?	 There	 is
something	 deeply	 mysterious	 about	 a	 human	 being	 who	 can	 attract
lightning	and	survive	it.	For	Roy	Sullivan,	it	was	probably	an	accident
of	fate	or	genetics;	but	is	it	possible	that	such	a	state	can	be	induced	in
persons	 and	 societies	 by	 external	 factors?	 We’ll	 address	 this	 point
soon.	[873]
	
While	most	PK	experiments	show	a	clear	connection	between	mind

and	matter,	 they	 generally	 don’t	 explore	 what	 factors	 (beliefs,	 self-



confidence,	 focus,	 willpower,	 etc.)	 modulate	 the	 psychokinetic
phenomena.	 [874]	 Jahn	 and	Dunne’s	 studies	 provide	 a	 hint.	Although
most	subjects	had	an	influence	on	the	‘random’	event,	in	several	cases
the	 effect	 was	 opposite	 to	 the	 intent.	 So,	 is	 it	 really	 our	 conscious
intent	 that	 influences	 ‘random’	events,	or	are	 some	other	parameters
involved?
	
Researcher	 Helmut	 Schmidt	 selected	 a	 group	 of	 subjects	 who

showed	a	tendency	to	influence	‘random’	events	in	a	way	opposite	to
their	conscious	intent.	[875]
	

Figure	227:	Helmut	Schmidt	next	to	subjects	using	an	RNG	based	on

the	atomic	decay	of	strontium	90.	(©Rhine	Research	Center)

	
Then	 Schmidt	 tried	 to	 see	 if	 he	 could	 increase	 the	 ‘negative’



influence	of	 his	 subjects.	To	do	 so,	 he	 subjected	 them	 to	 a	 negative
environment:	the	experiment	was	conducted	in	a	small	dark	closet,	no
encouragement	was	given,	and	 instead	 the	suggestion	was	made	 that
they	 would	 fail.	 Schmidt	 found	 that	 in	 such	 a	 negative	 context	 the
‘negative’	influence	of	the	subjects	increased	in	a	statistically	relevant
way.	[876]
	
Decreasing	 the	 subjects’	 self-confidence	 seems	 to	 have	 increased

their	 ‘negative’	 influence.	 Someone	 with	 low	 self-confidence	 holds
the	belief	 that	he’s	not	good	enough,	 that	he’s	condemned	to	failure.
Thus,	 when	 asked	 to	 influence	 a	 ‘random’	 event	 in	 a	 specific
direction,	he	believes	he	will	 fail.	And	he	 is	partly	 right.	He	 fails	 to
influence	the	‘random’	event	in	the	consciously	desired	direction.	But
he	has	not	really	failed	because	he	has	influenced	the	event,	just	in	the
opposite	direction.
	
Conversely,	 research	 shows	 that	 subjects	 who	 believe	 in	 psi

phenomena	score	higher	 in	ESP	(Extra	Sensory	Perception)	 tests	 [877]
than	 non-believers,	 while	 people	 who	 believe	 in	 religion	 and	 an
afterlife	scored	even	higher.	[878]
	
Rather	than	any	given	specific	and	conscious	intent,	what	seems	to

really	matter	is	the	deeply	held	belief.	The	belief	‘I	will	fail’	doesn’t
cancel	 the	 influence;	 it	 reverses	 it.	 Belief	 in	 ESP	 strengthens	 ESP
abilities.	 Beliefs	 affect	 our	 influence	 on	 ‘random’	 events.	 The
effectiveness	 of	 placebos	 [879]	 and	 hypnotherapy	 [880]	 provide	 further
confirmation	of	the	power	of	beliefs	and	suggestions.
	
This	 shows	 the	 limitation	 of	 the	 ‘you-create-your-own-reality’

concept	 spread	 in	 the	New	Age	movement.	 [881]	We	obviously	don’t
create	 our	 own	 reality,	 although,	 as	 observers,	 we	 can	 have	 an
influence	 on	 reality,	 albeit	 one	 that	 is	 usually	 tiny	 and	 sometimes
diametrically	 opposed	 to	 our	 expectations	 (the	 outcome	 we
consciously	wish	to	bring	about).



	
At	 this	 point,	 knowing	 more	 about	 interactions	 between	 the

‘observer’	and	macro	events	and	how	the	information	we	believe	can
affect	these	interactions,	let’s	turn	our	attention	to	information.
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CHAPTER	 38:	 INFORMATION
THEORY	&	CONSCIOUSNESS
	

Quantum	 physics	 repeatedly	 acknowledges	 the	 role	 played	 by
‘information’	but	never	really	defines	it.

	
Information	theory	was	first	popularized	by	Claude	Shannon	[882]	in

his	 paper	 ‘A	 Mathematical	 Theory	 of	 Communication’,	 [883]	 which
focused	on	the	efficiency	of	information	transport	and	its	application
for	 informatics.	 [884]	 While	 this	 in	 itself	 is	 an	 interesting	 field	 of
research,	Shannon’s	 take	 on	 information	 theory	 didn’t	 address	 some
important	points:
	

When	 the	 foundation	 for	 information	 theory	 was	 laid	 down	 by
Shannon,	 he	 purposely	 left	 out	 of	 the	 account	 any	 reference	 to	what
the	 information	means,	 and	dwelt	 solely	on	 the	 transmission	aspects.
His	 theory	 cannot,	 on	 its	 own,	 explain	 the	 semantics	 and
communication	of	higher-order	entities.	[885]

	
In	contrast,	Tom	Stonier	[886]	has	dedicated	most	of	his	research	and

writing	 to	 the	 nature	 of	 information	 and	 has	 reached	 some
groundbreaking	 conclusions.	 According	 to	 Stonier,	 information	 is	 a
fundamental	constituent	of	the	universe:
	

Matter	and	energy	comprise	the	surface	of	the	universe.	The	surface
structure	 of	 the	 universe	 is	 readily	 perceivable	 to	 our	 senses.	 The
internal	 structure	 is	 more	 subtle.	 It	 is	 organized	 in	 a	 manner	 not	 so
obvious:	it	consists	not	only	of	matter	and	energy	but	of	information	as
well.	[887]

	



Tom	Stonier,	father	of	Information	Theory	(1927-1999)	(©	Valiant

Technology)

	
Naturally,	one	could	wonder	why	this	wasn’t	conceptualized	earlier,

to	which	Stonier	answers:
	

Matter	 is	 the	 ground	 we	 walk	 on	 […]	 Energy	 is	 what	 burns	 our
finger	[…]	Information	is	more	subtle.	It	 is	 true	that	 it	 is	also	part	of
our	daily	experience.	Every	time	we	talk,	read	a	newspaper,	or	watch
television,	we	are	busy	absorbing	or	exchanging	 information.	But	we
have	always	associated	information	with	activities	inside	our	heads	–
not	something	that	is	real	the	way	energy	and	matter	are.	[888]

	
Indeed,	 information	 is	 not	 exclusively	 inside	 our	 head:	 words

written	in	a	book	are	information,	whether	we	read	them	or	not.	The
DNA	 present	 in	 every	 living	 creature	 is	 information,	 fundamental
information	 that	 controls	 the	 development	 of	 every	 cell.	 Without
DNA,	 there	 can	 be	 no	 development.	 This	 development	 can’t	 be
accounted	 for	 solely	 by	 the	matter	 (the	 nucleotides,	 proteins,	water,
etc.)	 that	 constitutes	 the	 cell;	 neither	 can	 it	 be	 explained	exclusively
by	the	energy	produced	or	received	by	the	cell	(heat,	electricity,	etc.).
Therefore,	a	third	constituent	must	exist,	beyond	matter	and	energy,	to
account	 for	 the	 development	 and	 organization	 of	 the	 cell,	 namely
information.
	

[…]information	makes	a	causal	difference	to	our	world	–	something
that	is	immediately	obvious	when	we	think	of	human	agency.	But	even
at	 the	 quantum	 level,	 information	 matters.	 A	 wave	 function	 is	 an
encapsulation	of	all	 that	 is	known	about	a	quantum	system.	When	an
observation	 is	 made,	 and	 that	 encapsulated	 knowledge	 changes,	 so
does	the	wave	function,	and	hence	the	subsequent	quantum	evolution



of	 the	 system.	 Moreover,	 informational	 structures	 also	 play	 an
undeniable	 causal	 role	 in	 material	 constellations,	 as	 we	 see	 in,	 for
example,	 the	 physical	 phenomenon	 of	 resonance,	 or	 in	 biological
systems	such	as	DNA	sequences.	What	is	a	gene,	after	all,	but	a	set	of
coded	instructions	for	a	molecular	system	to	carry	out	a	task?	[889]

	
To	explicate	the	relevance	of	information	theory,	Stonier	addressed

the	famous	question:	‘If	a	tree	falls	in	a	forest	and	no	one	is	around	to
hear	it,	does	it	make	a	sound?’	[890]
	
For	Stonier,	 to	answer	 this	question	one	must	 first	define	 the	 term

‘sound’.	 If	 ‘sound’	 means	 ‘vibrations	 in	 the	 air	 transduced	 by	 the
human	 ear’,	 then	 a	 tree	 falling	 on	 a	 desert	 island	 doesn’t	 produce
sound,	but	if	‘sound’	is	defined	solely	as	‘vibrations	in	the	air’,	then	a
sound	 is	 produced	 by	 a	 falling	 tree	 whether	 or	 not	 an	 animal	 or	 a
human	hears	it.	[891]
	
Thus,	 whether	 an	 observer	 is	 present	 or	 not,	 any	 change	 or	 any

event	 occurring	 in	 the	 Universe	 modifies	 the	 state	 of	 the	 Universe.
More	specifically,	it	alters	its	fundamental	nature,	i.e.	its	information
content.	 This	 event	modifies	 the	Universe	 from	 a	 universe	with	 this
specific	 tree	 standing	 in	 it	 to	 a	 universe	where	 this	 specific	 tree	 has
fallen.
	



Figure	229:	Whether	or	not	an	observer	is	present,	any	given	event

does	modify	the	state	of	the	universe	and	its	information	content.

(©	miriadna.com)

	
This	 is	 a	major	 difference	 to	 the	 position	 taken	 by	most	 quantum

physicists,	 for	whom	 the	presence	of	 an	observer	 is	 required	 for	 the
probabilistic	wave	function	to	collapse	and	for	reality	to	‘freeze’	and
materialize.	 For	 quantum	 physics,	without	 an	 observer,	 the	 universe
remains	a	sea	of	infinite	potentials,	a	sea	of	abstract	probabilities:
	

[…]	Einstein	quipped,	 ‘Do	you	 really	believe	 that	 the	moon	 is	not
there	 unless	 we	 are	 looking	 at	 it?’	 The	 adherents	 of	 quantum
mechanics	responded	with	a	version	of	the	old	saw	about	a	tree	falling
in	the	forest:	if	no	one	is	looking	at	the	moon	–	if	no	one	is	‘measuring
its	location	by	seeing	it’–	then	there	is	no	way	for	us	to	know	whether
it’s	there,	so	there’s	no	point	asking	the	question.	[892]

	
Stonier	 also	 brings	 a	 new	 interpretation	 to	 thermodynamics,	 a



branch	of	natural	science	dealing	with	fundamental	notions	like	heat,
temperature,	energy	and	work.	One	of	the	main	concepts	developed	in
thermodynamics	is	‘entropy’,	which	is	a	measurement	of	the	level	of
disorder	in	a	system.
	
According	 to	 mainstream	 science	 and	 its	 second	 law	 of

thermodynamics,	 any	 system	 tends	 towards	 a	 state	 of	 maximum
entropy,	 i.e.	 maximum	 disorder.	 [893]	 Thus,	 any	 given	 entity	 is
supposed	 to	 tend	 towards	 disorder	 and	 decay.	 That’s	 why	 scientists
predict	 the	 ‘running	 down’	 of	 the	 universe	 and	 all	 its	 constituents,
ultimately	leading	to	entropic	death	and	complete	randomization.	[894]
	

Figure	230:	Order	is	highly	improbable	according	to	the	laws	of

thermodynamics.	Information	can	make	the	improbable	happen.	(©

Hyperphysics)

	
The	 problem	 is	 that	 this	 law	 only	 takes	 energy	 and	 matter	 into

account.	For	example,	a	pot	of	water,	when	subjected	to	heat,	will	see
its	molecules	begin	to	agitate,	leading	to	an	increased	level	of	chaos,
whereas	 cooling	 down	 this	 system	 would	 increase	 its	 level	 of
organization	and	reduce	its	entropy.
	
However,	as	pointed	out	by	Stonier,	there	is	another	way	to	reduce

the	entropy	of	a	system:	by	increasing	its	information	content.	Despite
the	second	law	of	thermodynamics,	living	forms	become	increasingly
complex,	and	more	organized	over	time.	Instead	of	following	the	path
of	 entropic	 death	 with	 an	 ever-increasing	 level	 of	 disorder,	 they
follow	 the	 opposite	 path,	 exhibiting	 an	 ever-higher	 level	 of
organization	and	complexity.	[895]
	
While	mainstream	science	posits	 the	existence	of	only	one	kind	of



entropy,	solely	driven	by	energy,	for	engineer	Bryant	M.	Shiller,	there
are	 two	 kinds	 of	 entropy:	 energy-driven	 entropy	 and	 information-
driven	entropy.	While	non-living	[896]	forms	are	exclusively	controlled
by	energy-driven	entropy	and	tend	to	lose	energy	and	decay	over	time,
living	 forms	 are	 subjected	 to	 both	 kinds	 of	 entropy.	While	 energy-
driven	 entropy	 tends	 to	 increase	 with	 time	 (usual	 decay	 process),
information-driven	 entropy	 can	 decrease	 over	 time	 if	 sufficient
information	or	intelligence	is	present	inside	the	system.	[897]	Hence	the
increase	in	complexity	noticed	among	numerous	living	forms	despite
the	 energy-driven	 entropy	 that	 pushes	 them	 towards	 increased
disorder.
	
The	 time	 arrow	 of	 entropy	 –	 the	 tendency	 of	 any	 system	 to	 lose

energy	over	 time	 and	 to	 eventually	die	 –	 is	 counteracted	by	 another
arrow	of	time,	one	that’s	equally	fundamental,	where	the	Universe	is
progressing	through	the	growth	of	information,	structure,	organization
and	complexity	to	ever	more	elaborate	states	of	matter	and	energy.
	

Figure	231:	Information	(I)	as	a	function	of	entropy	(S)	(©

Sott.net,	adapted	from	Stonier)

	



Figure	 231	 shows	 the	 curve	 of	 information	 (I)	 as	 a	 function	 of
entropy	 (S).	When	 information	 increases,	 entropy	decreases	 (top	 left
of	the	graph),	yielding	a	highly	organized	state	(illustrated	here	in	the
form	 of	 an	 improbably	 structured	 brick	 wall).	 When	 information
decreases,	 entropy	 increases	 (bottom	 right	 of	 the	 graph),	 producing
highly	 disorganized	 states	 (represented	 here	 by	 the	 more	 probable
random	heap	of	bricks).

	
Non-living	 forms	 follow	 the	 curve	 towards	 the	 right,	 the	 green

arrow	towards	disorganization	and	decay.	But	living	forms	can	travel
this	 curve	 towards	 the	 left,	 the	 blue	 arrow	 towards	 higher	 levels	 of
information,	organization	and	complexity.
	
Not	only	is	information	a	prime	constituent	of	the	Universe	and	the

core	 driver	 of	 living	 forms	 and	 creation,	 it	 also	 intimately	 interacts
with	matter	and	energy	(figure	232).
	



Figure	232:	Information,	energy	and	matter:	Three	interrelated

prime	constituents	of	the	Universe	(©	Sott.net,	adapted	from

Stonier)

	
Figure	232	shows	three	different	forms	of	interactions:

	

1.	 A	mixture	of	energy	and	matter,	devoid	of	information,	is	represented,	for
example,	by	boiling	water:	energetic	and	disorganized	water	molecules.

2.	 A	mixture	of	matter	and	information,	devoid	of	energy,	is	exemplified	by
a	crystal	at	absolute	zero,	a	highly	organized	and	non-energetic	ice	crystal.

3.	 A	 mixture	 of	 information	 and	 energy,	 involving	 no	 matter,	 could	 be
illustrated	 by	 light	 travelling	 in	 space:	 photons	 are	 energetic,	 massless
particles	moving	in	an	orderly	way	and	carrying	information.	[898]

	
From	 the	 above	 we	 can	 see	 that	 an	 energy	 input,	 like	 applying

heating	 to	 a	 pot	 of	 water,	 causes	 water	 molecules	 to	 move	 more
randomly.	 So,	 the	 level	 of	 disorder	 in	 the	 universe	 is	 increased	 and
information	is	lost.
	



Figure	233:	Left	-	Boiling	water	(high	disorder,	low	information).

Right	-	Water	crystal	(high	level	of	order	and	information).	(©

Sott.net)

	
Conversely,	 if	 energy	 is	 removed	 from	 the	 system	 (cooling	 down

the	pot	of	water),	 randomness	will	be	 reduced.	Eventually	 the	water
can	 freeze	 into	 highly	 structured	 and	 organized	 ice	 crystals.	 In	 the
case	 of	 water,	 the	 cooling	 process	 –	 the	 removal	 of	 energy	 –	 is
associated	with	an	increase	in	information.	Consequently:
	

Heat	 is	 the	 product	 of	 energy	 interacting	with	matter.	Structure
represents	the	product	of	information	interacting	with	matter.	[899]

	
Physicists	 Seth	 Lloyd	 and	 Henry	 Stapp	 challenged	 some	 widely

held	beliefs	about	our	reality	and	went	one	step	further	than	Stonier:
	

[…]what	 happens	 if	 we	 do	 not	 assume	 that	 the	 mathematical
relations	 of	 the	 so-called	 laws	 of	 nature	 are	 the	 most	 basic	 level	 of
description,	but	rather	if	information	is	regarded	as	the	foundation	on
which	 physical	 reality	 is	 constructed	 […]	 instead	 of	 taking
mathematics	to	be	primary,	followed	by	physics	and	then	information,
the	picture	should	be	inverted	in	our	explanatory	scheme,	so	that
we	find	the	conceptual	hierarchy:	information	->	laws	of	physics	-
>	matter.	[900]

	
If	 information	 is	 indeed	 the	 most	 fundamental	 constituent	 of	 our



Universe,	 higher	 even	 than	 energy	 and	 matter,	 then	 those	 words
attributed	to	‘John	the	Evangelist’	may	take	on	a	whole	new	meaning:
	

In	 the	beginning	was	 the	Word,	 and	 the	Word	was	with	God,	 and
the	Word	was	God	Himself.	He	was	present	originally	with	God.	All
things	were	made	and	came	into	existence	 through	Him;	and	without
Him	was	not	even	one	thing	made	that	has	come	into	being.	[901]
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CHAPTER	39:	THE	FIELD
	

Now	that	we’ve	sketched	out	the	prime	role	played	by	information,
how	 it	 interacts	 with	 matter	 and	 energy,	 and	 how	 it	 drives
organization,	let’s	try	to	better	understand	how	information	processes
can	transcend	time	and	space,	as	exemplified	by	Aspect’s	two-double-
slit	experiments.	[902]
	
Retrocognition	describes	knowledge	of	a	past	event	which	could	not

have	 been	 learned	 or	 inferred	 by	 normal	 means.	 It	 defies	 the
commonly	 accepted	 past/present	 separation.	 Here	 is	 an	 example	 of
retrocognition:
	

In	 a	 series	 of	 experiments	 conducted	 in	 the	 1960s,	 W.	 H.	 C.
Tenhaeff,	 the	 director	 of	 the	 Parapsychological	 Institute	 of	 the	 State
University	of	Utrecht,	and	Marius	Valkhoff,	dean	of	the	faculty	of	arts
at	the	University	of	Witwatersrand,	Johannesburg,	South	Africa,	found
that	the	great	Dutch	psychic,	Gerard	Croiset,	could	psychometrize	even
the	smallest	fragment	of	bone	and	accurately	describe	its	past.

	
In	 simple	 terms,	by	merely	 looking	at	a	 tiny	bone	sample,	Croiset

could	determine	the	type	of	bone	(tibia,	humerus	etc.)	and	the	species
it	belonged	to.

	
Retrocognition	famously	led	to	the	discovery	of	Glastonbury	Abbey

when	Captain	 John	 Bartlett	 made	 a	 sketch	 of	 it	 through	 automatic
writing,	 [903]	and	has	been	used	since	the	15th	century.	 [904]	Stephan	A.
Schwartz,	former	editorial	staff	member	of	National	Geographic	and
member	 of	 the	 MIT	 Secretary	 of	 Defense	 Discussion	 Group	 on
Innovation,	Technology,	and	Society,	dedicated	a	whole	book	 [905]	 to



this	topic.
	

Figure	234:	Glastonbury	Abbey	was	excavated	in	1909	by	F.	Bligh

Bond	after	Captain	John	Bartlett	made	a	sketch	through	automatic

writing	(©	466ad.co.uk)

	
Perhaps	more	 intriguing	 than	accessing	 the	past	 in	 this	way	is	 that

future	events	can	also	be	seen	in	advance.	This	is	called	precognition,
where	the	usual	separation	between	present	and	future	is	removed.	By
the	1930s,	the	previously	mentioned	Joseph	and	Louisa	Rhine	showed
that	 volunteers	 could	 guess	 what	 cards	 would	 be	 drawn	 randomly
from	a	deck	with	a	success	rate	that	was	better	than	chance	by	odds	of
one	million	to	one.	[906]
	
Since	the	1930s,	precognition	has	been	demonstrated	in	hundreds	of

studies.	There	is	such	a	massive	body	of	evidence	that	a	meta-analysis
[907]	 was	 conducted,	 covering	 309	 precognition	 experiments	 made
between	1935	 and	1987.	The	 cumulative	probability	 associated	with
the	 overall	 results	 was	 1	 in	 1024	 (when	 1	 in	 20	 is	 considered
statistically	significant).

	
Precognitive	 remote-viewing,	 where	 space	 and	 linear	 time

(present/future)	are	both	transcended	also	happens:
	



In	their	remote-viewing	experiments	at	Stanford	Research	Institute,
Puthoff	 and	Targ	 found	 that,	 in	 addition	 to	being	able	 to	psychically
describe	 remote	 locations	 that	 experimenters	 were	 visiting	 in	 the
present,	 test	 subjects	 could	 also	 describe	 locations	 experimenters
would	 be	 visiting	 in	 the	 future,	 before	 the	 locations	 had	 even	 been
decided	 upon.	 In	 one	 instance,	 for	 example,	 an	 unusually	 talented
subject	named	Hella	Hammid,	a	photographer	by	vocation,	was	asked
to	describe	the	spot	Puthoff	would	be	visiting	one-half	hour	hence.	She
concentrated	 and	 said	 she	 could	 see	 him	 entering	 ‘a	 black	 iron
triangle.’	The	 triangle	was	 ‘bigger	 than	a	man’	 and	although	 she	did
not	know	precisely	what	it	was,	she	could	hear	a	rhythmic	squeaking
sound	occurring	‘about	once	a	second.’

	
Ten	minutes	before	she	did	this,	Puthoff	had	set	out	on	a	half	-hour

drive	 in	 the	Menlo	 Park	 and	 Palo	Alto	 areas.	At	 the	 end	 of	 the	 half
hour,	and	well	after	Hammid	had	recorded	her	perception	of	the	black
iron	 triangle,	 Puthoff	 took	 out	 ten	 sealed	 envelopes	 containing	 ten
different	target	locations.	Using	a	random	number	generator,	he	chose
one	at	random.	Inside	was	the	address	of	a	small	park	about	six	miles
from	 the	 laboratory.	He	drove	 to	 the	park,	 and	when	he	got	 there	he
found	a	children’s	swing	—	the	black	iron	triangle	—	and	walked	into
its	midst.	When	he	sat	down	in	the	swing	it	squeaked	rhythmically	as	it
swung	back	and	forth.	[908]

	



Figure	235:	The	Disintegration	of	the	Persistence	of	Memory

(excerpt).	Oil	on	canvas	by	Salvador	Dali,	1954.	(©	The	Salvador

Dali	Museum).	This	painting	was	inspired	by	the	discoveries	of

quantum	physics	and	the	nonlinear	nature	of	time.

	
Even	 more	 impressive	 is	 retro-psychokinesis	 where	 not	 only	 the

influencer	 modifies	 a	 ‘random’	 event,	 but	 in	 addition,	 the	 event
occurred	and	was	recorded	in	the	past:
	

A	 random	 number	 generator	 is	 activated	 to	 produce	 a	 string	 of	N
binary	 numbers.	 These	 numbers	 are	 automatically	 recorded	 on
magnetic	 tape,	 paper	 punch	 tape,	 or	 some	 other	 reliable	 recording
medium.	Nobody	is	present	during	this	generation	and	recording,	and
nobody	looks	at	the	data	until	at	some	later	time	the	recorded	sequence
of	‘heads’	and	‘tails’	is	played	back	to	a	subject	in	a	PK	test	situation.
During	 the	 slow	playback	 each	 recorded	head	or	 tail	makes	 a	 red	or
green	 lamp	 light	 up	 while	 the	 subject	 tries	 mentally	 to	 enforce	 an
increased	lighting	rate	of	the	red	lamp.

	
One	might	think	that	in	this	situation	the	subject	could	not	succeed

because	 the	decision	as	 to	how	many	heads	and	 tails	will	appear	has
already	been	made	before	the	test	session.	[909]

	
It	 should	 be	 stressed	 here	 that	 these	 machines	 (random	 number

generators)	 are	 programmed	 to	 simply	 play	 back	 the	 previously
attained	 sequence	 of	 red	 and	 green	 lights.	 PK	 test	 subjects	 are
somehow	able	to	influence	their	outcome	–	recorded	in	the	past	–	by
‘willing’	 them	 to	 change	 as	 they	 are	 replayed	 in	 the	 present.	 The
scoring	 rates	 of	 these	 tests	 on	 pre-recorded	 targets	 are	 significant,
which	suggests	that	ESP	is	non-causal	and	that	a	past	random	process
might	be	affected	by	PK	efforts	made	in	the	present	time.

	
Since	 the	 end	 of	 the	 1970s,	 numerous	 retro-psychokinesis

experiments	have	been	conducted.	Braud	directed	a	meta-analysis	[910]
which	 showed	 that	 the	 probability	 that	 the	 results	were	 obtained	 by
chance	was	0.000032%.
	



To	 explain	 nonlocality	 (phenomena	 transcending	 the	 space/time
continuum),	French	physicist	Bernard	d’Espagnat	devised	the	concept
of	‘quantum	field	theory’.	For	d’Espagnat,	our	reality	is	an	emanation
of	 a	 deeper,	 unreachable	 field.	 Individual	 subatomic	 particles	 being
unique	 ‘localizations’	 at	 a	 particular	 place	 and	 time,	 d’Espagnat
argues	 that	 it	 is	 no	 longer	 accurate	 to	 understand	objects	 as	 objects;
they	should	really	be	understood	as	properties	of	a	field:
	

According	 to	 d’Espagnat’s	 controversial	 book	 [911],	 the	 only
possible	answer	is	that	the	quantum	state	vector	expresses	properties	of
some	deeper	underlying	 reality.	Since	we	know	 its	manifestations	 to
us	 –	 we	 know	 what	 it	 is	 like	 when	 measured	 –	 and	 since	 quantum
physics	 forbids	 us	 to	 speak	 about	 what	 it	 is	 ‘really	 like’	 when	 not
measured,	 d’Espagnat	 speaks	 of	 it	 as	 a	 ‘veiled	 reality.’	 [912]	His	 is	 a
sort	 of	 realism-at-a-distance:	 we	 cannot	 say	 that	 reality	 is	 ‘just	 this
way	 or	 that,’	 since	 our	 observations	 and	 what	 we	 observe	 are
intertwined;	 and	 yet	 we	 can	 say	 that	 the-world-as-observed	 is	 a
manifestation	of	 the	 real;	 reality	 really	 takes	 this	 or	 that	 form	 in	 our
observations.	Unfortunately	for	traditional	theories	of	matter,	however,
this	 ‘veiled	 reality’	 can	be	 neither	mental	 nor	material,	 insofar	 as	 it
precedes	the	mind–matter	distinction	altogether.	[913]

	
A	field	is	a	space	that	has	the	same	value	for	each	point	in	space	and

time.	Thus	a	field	is	nonlocal:	properties	are	established	and	changed
instantaneously	 for	 all	 the	points	 covered	by	 the	 field.	 In	 this	 sense,
fields	contradict	Einstein’s	postulate	according	to	which	light	speed	is
the	maximum	possible	speed.	If	a	change	occurring	in	a	field	affects
all	its	points	at	the	same	time,	some	sort	of	superluminal	(faster-than-
light)	process	must	be	occurring.
	



Figure	236:	The	magnitude	(brightness)	and	direction	(hue)	of	an

electric	field	generated	by	two	oppositely	charged	particles.	(©

Vegard)

	
In	 recent	 decades,	 a	 number	 of	 scientists	 from	 various	 research

domains	 have	 independently	 identified	 an	 unknown	 ‘dimension’	 in
relation	 to	matter,	 energy,	 and	 information.	This	hidden	 ‘dimension’
exhibits	 the	 properties	 of	 a	 field,	 a	 deeper	 reality	 which	 transcends
time	and	space	and	is	permeated	with	information.
	
British	biologist	Rupert	Sheldrake’s	morphogenetic	 field	 [914]	holds

the	 information	 relative	 to	 the	 differentiated	 development	 of
individual	 cells.	 Sheldrake’s	 morphic	 field	 [915]	 holds	 all	 the
information	 relative	 to	 the	 collective	 knowledge	 held	 by	 a	 specific
species/element.	Michael	 Talbot’s	holographic	 field	 [916]	 possesses	 a
fantastic	capacity	for	information	storage.	Harold	Puthoff’s	zero-point
field	 [917]	 holds	 information	 states	 interacting	 with	 matter	 and
consciousness.	 Finally,	 d’Espagnat’s	 quantum	 field	 [918]	 contains	 the
quantum	wave	 function	which	 holds	 all	 the	measurable	 information
about	a	particle	within	it.
	



Figure	237:	Interrelations	between	the	‘Cosmic	Information	Field’,

‘individual	consciousness’	and	the	‘manifested	world’	(©	Sott.net)

	
Data	gathered	in	this	chapter	and	in	the	two	previous	ones	strongly

suggest	the	existence	of	a	deeper,	veiled	reality,	that	could	be	termed
the	 ‘Cosmic	 Information	 Field’,	 exhibiting	 the	 following
characteristics:
	

Immanent	(permeating	the	whole	space)
Connected	to	all	non-living	and	living	forms,	including	humans
Made	of	information
Transcending	 time	 (instantaneous	 effects	 +	 connecting	 past,	 present	 and
future)
Transcending	space
Representing	a	deeper	level	of	reality	from	which	our	reality	emerges.



	
Notice	 that	 the	 Cosmic	 Information	 Field	 seems	 to	 be	 not	 only

involved	 in	 the	 nonlocal	 mind-matter	 interaction	 described	 above
(psychokinesis,	 remote	viewing,	ESP,	etc.)	but	also	 in	our	very	own
memory	and	thinking	processes.

	
For	 the	 longest	 time,	memories	 (i.e.	memorized	 information)	were

thought	 to	be	 stored	 in	 ‘memory	cells’	 located	 in	 the	brain.	But	 this
perspective	 changed	 in	 1929,	 when	 neuropsychologist	 Karl	 Lashley
[919]	 conducted	 an	 experiment	 that	 was	 supposed	 to	 confirm	 the
hypothesized	 location	 of	 memory	 cells.	 Lashley	 designed	 his	 rat
memory	 test	 as	 follows:	 he	 built	 a	 jumping	 stand	 for	 his	 rats,	 from
which	 the	 rats	 learned	 to	 jump	 through	miniature	 doors,	 and	 behind
which	food	rewards	were	placed.	If	the	rats	followed	the	right	routine
and	went	to	the	right	door,	 they	got	food	(positive	reinforcement).	If
they	 followed	 the	 wrong	 routine,	 they	 fell	 into	 water	 (negative
reinforcement).
	
Once	 the	 rats	had	 learned	 the	 routine,	Lashley	systematically	 tried

to	 surgically	 remove	 that	 memory.	 Lashley’s	 objective	 was	 to
deactivate	 certain	 portions	 of	 the	 rats’	 brains	 to	 discover	which	 part
held	 the	 specific	memories.	To	 accomplish	 this	 task	he	 chose	 as	his
surgical	 instrument	his	wife’s	curling	 iron	 (!)	 and	simply	burned	off
the	part	he	wished	to	remove.	[920]
	

Figure	238:	Diagram	showing	some	of	the	multiple	incisions	Lashley

made	in	rats’	brains	(©	Lashley)

	
No	matter	how	much	brain	tissue	Lashley	removed	from	these	poor



rats,	 they	 still	 remembered	which	doors	 to	 take	 and	which	 to	 avoid.
Determined	to	find	the	location	of	memory	cells,	Lashley	burned	ever
larger	 brain	 areas.	 In	 the	 end,	 he	 had	 burned	 every	 single	 brain
region,	but	despite	major	motor	impairment	the	rats	still	remembered
their	way	to	the	right	door.
	
Notice	 that	 those	 discoveries	 don’t	 just	 apply	 to	 rats.	 Apparently

humans	 don’t	 need	 a	 brain	 either	 to	 think	 and	 remember.	 There	 are
documented	 cases	 of	 hydrocephalus	where	 people	 have	 virtually	 no
brain,	but	still	function	normally:
	

There’s	a	young	student	at	this	university	who	has	an	IQ	of	126,	has
gained	 a	 first-class	 honors	 degree	 in	 mathematics,	 and	 is	 socially
completely	normal.	And	yet	 the	boy	has	virtually	no	brain	[…]When
we	 did	 a	 brain	 scan	 on	 him,	we	 saw	 that	 instead	 of	 the	 normal	 4.5-
centimeter	 thickness	 of	 brain	 tissue	 between	 the	 ventricles	 and	 the
cortical	 surface,	 there	 was	 just	 a	 thin	 layer	 of	 mantle	 measuring	 a
millimeter	or	so.	His	cranium	is	filled	mainly	with	cerebrospinal	fluid.
[921]

	

Figure	239:	A	horizontal	scan	across	the	brain	shows	the	ventricles

as	narrow	slits	in	a	normal	individual	(left)	and	large	cavities	in

a	hydrocephalic	patient	(right)	(©	Lorber)

	
After	these	discoveries,	several	scientists,	including	systems	theorist



Ervin	 Laszlo,	 would	 go	 on	 to	 argue	 that	 the	 brain	 is	 simply	 the
retrieval	and	read-out	mechanism	of	the	ultimate	storage	medium	[922],
what	we	coined	the	‘Cosmic	Information	Field’.
	
It	 would	 explain	why	 one	 tiny	 association	 often	 triggers	 a	 riot	 of

sights,	sounds	and	smells.	It	would	also	explain	why,	with	long-term
memory	in	particular,	 recall	 is	 instantaneous	and	doesn’t	require	any
scanning	mechanism	to	sift	through	years	and	years	of	memory.	[923]
	
Thus,	the	brain	may	not	be	an	information	storage	device	like	a	hard

drive,	 but	 rather	 an	 interface	 connecting	 what	 an	 individual	 learns,
experiences,	or	perceives	with	a	 ‘delocalized’	database,	a	part	of	 the
Cosmic	Information	Field.	Therefore,	removing	this	or	that	part	of	the
brain	doesn’t	hinder	memory	since	it	is	not	stored	‘within’	brain	cells
per	se.	Thus	the	brain	would	act	more	like	an	emitter/receiver	device,
or	an	antenna.	Even	if	an	antenna	is	shortened	(via	removal	of	most	of
the	 brain,	 for	 example),	 it	 can	 still	 emit	 and	 receive	 information
(thinking	and	memorizing	processes).
	

Figure	240:	After	a	car	accident,	Carlos	Sosa	had	more	than	half	of

his	brain	removed.	However	his	intellectual	capacity	remained

intact.	(©	Miami	Dade	Corrections)

	
Lazlo’s	 findings	 led	 to	 theories	 [924]	 proposing	 that	 memories	 –

stored	 information	–	did	not	 occur	 locally	 in	 some	 specialized	brain
cells,	 but	 that	 brain	waves	were	 interacting	 through	 interference	 [925]



processes	 with	 external	 waves	 related	 to	 the	 Cosmic	 Information
Field:
	

Our	brains	mathematically	construct	objective	reality	by	interpreting
frequencies	 that	are	ultimately	projections	 from	another	dimension,	a
deeper	order	of	existence	that	is	beyond	both	time	and	space.	[926]

	
As	I	mentioned	earlier,	the	brain	produces	photons.	 [927]	It	is	also	a

highly	electric	organ,	where	neurons	and	axons	communicate	through
constant	electrical	signaling	made	of	various	kinds	of	electromagnetic
waves.	(See	figure	241.)
	

Figure	241:	Beta,	Alpha,	Theta	and	Delta	are	four	of	the	usual

frequency	ranges	covered	by	the	electric	activity	of	the	brain.	(©

sott.net)

	
Are	 photons	 (proven	 fundamental	 carriers	 of	 information	 [928])

and/or	 electromagnetic	 waves	 (the	 core	 of	 wireless	 information
exchange	 [929])	 the	media	 through	which	 our	minds	 interact	with	 the
Cosmic	Information	Field?



	
Light	 (photon	movement)	 and	 electricity	 (electron	movement)	 are

intimately	 related.	When	 light	 shines	upon	a	piece	of	metal,	 it	 emits
electrons.	This	 is	called	 ‘photoelectric	effect’	 [930].	Conversely,	when
electrons	flow	through	a	piece	of	metal,	it	emits	photons	(that’s	what
happens	 in	 an	 incandescent	 bulb).	 In	 addition,	 electricity,	 the	 very
source	 of	 electromagnetic	 waves,	 is	 intimately	 related	 to	 order,	 the
hallmark	of	information.	Matter	is	a	mix	of	electrons	and	protons,	but
when	 an	 electric	 field	 is	 applied,	charge	 separation	 occurs:	 positive
charges	group	on	one	side	while	negative	charges	group	on	the	other
side,	i.e.	order	increases.
	
The	same	applies	at	the	molecular	level	when	water	molecules	align

along	an	electric	field	(figure	242).
	

Figure	242:	Influence	of	an	electric	field	on	the	alignment	of

water	molecules	(©	sott.net	adapted	from	Averill	and	Eldredge)

	
In	the	absence	of	an	electric	field	(left	 image),	 the	H2O	molecules

are	randomly	oriented.	When	an	electric	field	is	applied	(right	image),
the	molecules	 align	 themselves	with	 the	 field,	 such	 that	 the	 positive
end	of	the	molecular	dipole	points	toward	the	negative	and	vice	versa.
The	electric	field	increases	the	level	of	order/organization	amongst	the
water	molecules.



	
As	 we	 know,	 [931]	 plasma	 is	 matter	 that	 became	 ionized	 (charge

separation)	 due	 to	 electric	 stress	 and	 it	 exhibits	 a	 very	high	 level	 of
organization	[932]:
	

[In	plasma]	 electrons	 are	not	 scattered	because,	 through	 the	 action
of	 the	 quantum	 potential,	 the	 whole	 system	 is	 undergoing	 a
coordinated	 movement	 more	 like	 a	 ballet	 dance	 than	 a	 crowd	 of
unorganized	people.	[933]

	
Could	it	be	that	the	order	displayed	by	electric	phenomena	(charge

separation,	plasma)	is	a	tangible	manifestation	at	the	particle	scale	of
more	 subtle	 phenomena	 occurring	 at	 the	 level	 of	 the	 Cosmic
Information	Field?

	
In	 any	 case,	 at	 this	 point,	 we	 can	 reasonably	 hypothesize	 –	 even

assume	 –	 the	 existence	 of	 a	 Cosmic	 Information	 Field	 transcending
time	and	space.	We’ve	also	seen	that	human	beings,	on	an	individual
basis,	 can	 have	 an	 influence	 on	matter	 and	macro	 events.	 The	 next
logical	 questions	 are:	 What	 happens	 on	 a	 collective	 level?	 What
happens	when	several	observers/influencers	are	involved?
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CHAPTER	 40:	 COLLECTIVE
RESONANCE
	

What	 interests	 us	 now	 is	 how	 a	 group	 of	 individuals	 might
‘connect’	with	each	other	and	interact	with	reality.

	
Let’s	 start	 by	 focusing	 on	 how	 two	 minds	 can	 connect.	 That’s

actually	 the	 essence	 of	 telepathy,	 also	 known	 as	 ESP.	 Telepathy	 is
defined	as:
	

[…]the	‘transmission	of	information	[934]	from	one	person	to	another
without	 using	 any	 of	 our	 known	 sensory	 channels	 or	 physical
interaction.	[935]

	
Telepathy	has	been	the	topic	of	six	meta-analyses	 [936]	and	a	recent

‘meta-meta-analysis’.	 [937]	That	is	what	was	required	for	the	scientific
community	 to	 finally	 recognize	 that	 telepathy	 was	 real	 and
scientifically	proven.	[938]
	



Figure	243:	Telepathy	is	typically	tested	via	the	‘Ganzfeld

technique’	where	the	receiver	is	put	in	a	state	of	mild	sensory

deprivation	(©	Jeremy	Walker)

	
While	telepathy	experiments	show	how	two	minds	can	interact	with

each	 other,	 in	 their	 previously	mentioned	 [939]	 experiment,	 Jahn	 and
Dunne	 went	 one	 step	 further	 and	 studied	 how	 a	 pair	 of	 subjects
influenced	‘random’	events:
	

Jahn	and	Dunne	had	wondered	if	the	tiny	effect	they	were	observing
with	 individuals	would	get	 any	 larger	 if	 two	or	more	 people	 tried	 to



influence	the	machine	in	tandem.	The	PEAR	lab	ran	a	series	of	studies
using	pairs	of	people,	 in	which	each	pair	was	 to	act	 in	concert	when
attempting	to	influence	the	machines.

	
Of	 256,500	 trials,	 produced	 by	 fifteen	 pairs	 in	 forty-two

experimental	 series,	 many	 pairs	 also	 produced	 a	 ‘signature’	 result,
which	didn’t	necessarily	resemble	the	effect	of	either	individual	alone.

	
Being	of	 the	same	sex	 tended	to	have	a	very	slight	negative	effect.

These	 types	 of	 couples	 had	 a	 worse	 outcome	 than	 they	 achieved
individually;	 with	 eight	 pairs	 of	 operators	 the	 results	 were	 the	 very
opposite	of	what	was	intended.

	
Couples	 of	 the	 opposite	 sex,	 all	 of	whom	knew	 each	 other,	 had	 a

powerful	complementary	effect,	producing	more	than	three	and	a	half
times	the	effect	of	individuals.

	
However,	 ‘bonded’	 pairs,	 those	 couples	 in	 a	 relationship,	 had	 the

most	profound	effect,	which	was	nearly	six	 times	as	strong	as	 that	of
single	operators.

	
If	these	effects	depended	upon	some	sort	of	resonance	between	the

two	participating	 consciousnesses,	 it	would	make	 sense	 that	 stronger
effects	 would	 occur	 among	 those	 people	 sharing	 identities,	 such	 as
siblings,	 twins	 or	 couples	 in	 a	 relationship.	 Being	 close	 may	 create
coherence.	As	two	waves	in	phase	amplified	a	signal,	it	may	be	that	a
bonded	 couple	 has	 an	 especially	 powerful	 resonance,	 which	 would
enhance	their	joint	effect	on	the	machine.

	

Figure	244:	REG	Testing	at	the	Princeton	Engineering	Anomalies

Research	Program	(©	Princeton	University)

	
Jahn	 and	 Dunne	 showed	 that	 closeness	 increases	 the	 influence



exerted	 by	 a	 pair	 of	 individuals.	 It’s	 obviously	 not	 about	 genetics,
since	 couples	 show	 the	greatest	 influence.	However,	what	 is	 usually
shared	 by	 couples,	 relatives	 and	 siblings	 are	 topics	 of	 interest,
discussions,	 cultural	 background,	 past	 experiences	 and	 emotional
bonding.	 Close	 people	 usually	 share	 a	 similar	 information	 set
(intellectual	and	emotional).	So,	one	can	hypothesize	that	it	is	shared
information	that	makes	people	resonate	on	a	similar	frequency.
	
By	 the	way,	 such	 a	 conclusion	might	 give	 a	 new	meaning	 to	 the

following	quote:
	

If	two	make	peace	with	each	other	in	a	single	house,	they	will	say	to
the	mountain,	‘Move	from	here!’	and	it	will	move.	[940]

	
Jahn	and	Dunne	have	evidenced	a	form	of	resonance	between	two

people	who	are	close	to	each	other.	In	a	similar	vein,	while	explaining
psychokinetic	 phenomena,	 physicist	 David	 Bohm	 suggested	 that
‘resonance’	was	indeed	the	main	driver:
	

On	 this	basis,	psychokinesis	 could	arise	 if	 the	mental	processes	of
one	or	more	people	were	focused	on	meanings	 that	were	 in	harmony
with	 those	 guiding	 the	 basic	 processes	 of	 the	 material	 systems	 in
which	 the	 psychokinesis	was	 to	 be	 brought	 about.	 It	 is	 important	 to
note	 that	 this	 kind	 of	 psychokinesis	 would	 not	 be	 due	 to	 a	 causal
process,	 that	 is,	 a	 cause-and-effect	 relationship	 involving	 any	 of	 the
known	 forces	 in	physics.	 Instead,	 it	would	be	 the	 result	 of	 a	 kind	of
nonlocal	 ‘resonance	 of	meanings’,	 or	 a	 kind	 of	 nonlocal	 interaction.
[941]

	
Resonance	permeates	the	whole	universe,	it	occurs	with	all	types	of

vibrations	 (mechanical,	 acoustic,	 electromagnetic,	 etc.),	 from	 the
atomic	scale	[942]	to	the	celestial	scale.	[943]
	
Resonance	occurs	between	two	waves	when	their	signals	are	in	sync

(see	 figure	245).	There	might,	 after	 all,	 be	a	 reason	why	we	use	 the
expression	 ‘we	 are	 on	 the	 same	 wavelength’	 to	 express	 that	 we



think/feel	the	same	as	another.
	

Figure	245:	Resultant	wave	(black)	as	a	result	of	the	interaction

between	two	primary	waves	(pink	and	purple)	(©	A-level	Physics

tutor)

	
Figure	245	shows	that	when	the	two	primary	waves	are	in	sync,	the

resultant	wave	reaches	its	maximum	amplitude	(case	5	–	bottom	of	the
image).	However,	this	analogy	only	reveals	part	of	the	process.	In	this
case,	 two	 signals	 that	 are	 in	 sync	 fully	 add	up,	 nothing	more.	We’ll
see	in	the	next	chapter	that	synergies	can	occur,	where	the	interaction
between	two	people	or	more	can	produce	an	effect	much	greater	than
the	sum	of	their	individual	effects.
	
While	 Jahn	 and	 Dunne’s	 experiments,	 as	 well	 as	 most	 telepathy

experiments,	 focused	 on	 pairs	 of	 subjects,	 Robert	 D.	 Nelson	 [944]
decided	 to	 test	 the	 effect	 of	whole	 crowds	 on	 ‘random’	 events.	 For
that	purpose	he	brought	a	portable	REG	(Random	Event	Generator)	to
all	 kinds	 of	 venues	 (stand-up	 comedy	 performances,	 concerts,
theatrical	events).	 [945]	He	then	monitored	the	deviations	displayed	by
the	machines.



	
In	1995	and	1996,	Nelson	used	his	REG	during	numerous	shows	in

10	different	 cities.	A	very	consistent	pattern	emerged:	 each	 time	 the
show	 triggered	 peak	 attention	 from	 the	 audience,	 the	 REG	 would
deviate	 from	 its	 random	 movements	 and	 display	 a	 deviation	 much
larger	than	the	one	induced	by	a	single	individual.	 [946]	The	nature	or
the	 location	of	 the	show	didn’t	matter.	What	was	 important	was	 that
everyone	was	thinking	the	same	thought.	[947]
	
Dean	Radin,	one	of	Nelson’s	colleagues	at	Princeton,	went	one	step

further	and	monitored	the	influence	of	the	world	population,	or	most
of	it.	For	that	purpose,	he	set	27	REGs	all	around	the	world	during	the
Y2K	 New	 Year	 transition.	 New	 Year	 is	 a	 worldwide	 event	 when
people	typically	share	similar	thoughts	and	focus.	Radin	had	predicted
a	relevant	deviation	during	a	ten	minute	period	around	midnight.	Data
confirmed	his	prediction.	(See	figure	246.)
	

Figure	246:	One	hour	of	data	surrounding	midnight,	Y2K.	Cumulative



deviation	across	27	REGs,	plotted	with	all	time	zones	superimposed

(©	Nelson)

	

Figure	247:	Steps	in	salamander	limb	regeneration	(©	Whited	et	al.,

Journal	of	Biology,	2009)

	
Sheldrake	 theorized	and	 tested	 this	 strong	but	 invisible	connection

within	 whole	 species,	 including	 humans.	 He	 has	 been	 researching
morphogenesis,	[948]	which	raises	challenging	questions:	how	do	cells,
which	have	exactly	 the	 same	genes,	develop	 to	 form	an	arm	on	one
side	 of	 the	 body	 and	 a	 leg	 on	 the	 other?	 How	 do	 animals	 like	 the
salamander	 regenerate	 perfectly	 shaped	 limbs	 after	 amputation?
Clearly,	there	must	be	some	form	of	infusion	of	information	in	order
to	coordinate	the	specific	development	of	cells,	which	will	eventually
lead	 to	 a	 fully	 integrated,	 harmonious,	 operational	 system	 made	 of
billions	of	cells.	[949]
	
To	 explain	 this	 elusive	 phenomenon,	 Sheldrake	 developed	 the

concept	 of	 formative	 causation,	which	posits	 that	 the	 form	of	 living
things	 –	 from	 the	 smallest	 bacterium	 to	 the	 greatest	 mammals	 –	 is
shaped	by	morphic	fields.	He	coined	the	term	‘morphic	resonance’	to
describe	what	 occurs	 between	 these	 fields,	 i.e.	 ‘the	 influence	 of	 like
upon	like	through	space	and	time’.

	
In	 terms	 of	 space,	 morphic	 resonance	 is	 nonlocal,	 meaning	 its

effects	 are	 not	 attenuated	 or	 delayed	 by	 distance.	 [950]	 It	 is	 just	 as



effective	 over	 10,000	miles	 as	 it	 is	 over	 an	 inch.	Although	morphic
resonance	is	attenuated	by	time,	it	is	also	cumulative.	It	means	that	the
first	generation	influences	the	second,	the	first	and	second	generations
influence	the	third,	and	so	on.
	
Sheldrake	 argues	 that	 morphic	 fields	 not	 only	 affect	 form	 and

development,	but	also	behavior	and	perception,	learning	and	memory.
[951]	Thus	the	greatest	interest	of	his	research	applies	to	psychology:
	

According	 to	 the	 hypothesis	 of	morphic	 resonance,	 human	 beings
draw	upon	 a	collective	memory:	 something	 learned	by	people	 in	 one
place	becomes	easier	for	others	to	learn	all	over	the	world.	[952]

	
Nelson,	 Sheldrake,	 Radin,	 to	 name	 a	 few,	 came	 to	 the	 same

conclusion:	 every	member	 of	 the	 human	 population	 is	 connected	 to
each	other	via	what	we	are	calling	here	the	Cosmic	Information	Field,
through	which	 each	 of	 us	 provides	 his	 or	 her	 own	 information	 and
taps	into	the	information	gathered	by	the	others.
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CHAPTER	41:	THE	TRUTH	FACTOR
	

At	 this	 point	we	 know	 that	 the	whole	 human	 population	 interacts
with	the	Cosmic	Information	Field.	We	also	know	that	individuals	can
add	up	their	 influence	and	that	 the	information	we	believe	in	plays	a
major	role.	So,	the	next	logical	question	is:	what	is	the	difference,	on
an	 individual	 level	 and	 on	 a	 collective	 level,	 between	 believing	 in
something	 that	 is	 true	 as	 opposed	 to	 believing	 in	 something	 that	 is
false?

	
To	deal	with	the	properties	of	true	information	vs.	false	information,

let’s	 start	 with	 the	 effects	 of	 true	 and	 false	 information	 on	 an
individual	level.
	

Truth	factor	and	lie	factor	on	an	individual	level

This	 is	 not	 the	 place	 to	 engage	 in	 philosophical	 or	 semantic
discussion	as	to	whether	or	not	information,	by	definition,	can	even	be
‘false	 information’.	 The	 dictionary	 gives	 two	 definitions	 of
information:
	

1.	 Facts	provided	or	learned	about	something	or	someone;
	

2.	 What	 is	 conveyed	 or	 represented	 by	 a	 particular
arrangement	or	sequences	of	things.	[953]

	

	
By	 the	 first	 definition,	 information	 would	 necessarily	 have	 to	 be



true.	By	the	second	definition,	obviously,	anything	“conveyed”	could
be	called	“information”.

	
We	 can	 point	 to	 Plato’s	Cave	 (figure	 248)	 as	 an	 example	 of	 how

unsatisfactory	 the	 second	 definition	 is:	 the	 shadows	may	 convey	 or
represent	things,	but	they	can	be	easily	misunderstood	or	taken	to	be
the	whole	of	the	matter,	when	they	are	actually	only	a	representation	–
or	 worse,	 pure	 fabrication.	 The	 representations	 can	 be	 further
obscured	by	making	up	 stories	 about	 the	moving	 shadows	 that	 have
no	 foundation	 in	 any	 direct	 knowledge.	An	 unscrupulous	 individual
might	 even	use	 the	 shadows	 to	 terrify	 the	gullible	 and	prevent	 them
from	leaving	the	cave	to	find	out	for	themselves.
	

Figure	248:	Plato’s	Allegory	of	the	Cave:	Puppet	showmen	project

all	kinds	of	shadows	on	a	wall	and	make	the	prisoners	believe	that

this	is	reality	(©	Gneiting)



	
Facts	directly	learned	about	something	or	someone	have	a	different

character,	 a	 depth,	 an	 objectivity	 and	 relevance	 that	 goes	 beyond	 a
‘representation.’	This	difference	 is	similar	 to	 that	between	 the	action
of	 neurochemicals	 produced	 in	 the	 body	 vs.	 drugs	 that	 imitate
neurochemicals	 imperfectly.	 Witness	 the	 different	 actions	 of
adenosine	 and	 caffeine:	 when	 caffeine	 binds	 to	 the	 adenosine
receptors,	it	blocks	the	natural	neurochemical	which	would	otherwise
lodge	 there	 and	 deliver	 important	 information	 into	 the	 cell.	 The
caffeine	 is	 information-less,	 so	 to	 say.	 In	 a	 similar	 vein,	 Stonier’s
information	brings	order,	 therefore	 it	 is	 intrinsically	 true.	The	 rest	 is
gibberish,	noise,	nonsense,	blockages,	only	adding	chaos	to	any	given
system,	i.e.	non-information.
	
Nevertheless,	 in	 the	 following	discussion,	 in	 the	 interest	 of	 clarity

and	 the	 true-false	 duality,	 we	 will	 adhere	 to	 the	 convention	 that
information	 can	 either	 be	 true	 or	 false,	 with	 the	 above	 proviso	 in
mind.

	
Now	 let’s	 return	 to	 truth	 and	 lies	 on	 an	 individual	 level.	 When

several	true	pieces	of	information	(1	+	1	=	2,	2	+	2	=	4,	4	+	4	=	8,	etc.)
are	held	by	an	individual,	they	present	a	high	level	of	coherence;	they
are	consistent	with	each	other.	They	allow	the	emergence	of	a	higher-
level	order.	In	this	case,	the	law	of	mathematical	additions	(see	figure
249)	 is	 information	 of	 a	 higher	 order	 that	 can	 be	 inferred	 from	 the
collection	of	 true	 information	(1	+	1	=	2,	2	+	2	=	4,	etc.)	of	a	 lower
order.
	



Figure	249:	Addition	table	from	zero	to	nine	(©	TVDSB)

	
A	set	of	false	pieces	of	information	(1	+	1	=	3,	2	+	2	=	5,	4	+	4	=	9,

etc.)	 doesn’t	 exhibit	 internal	 consistency;	 the	 individual	 pieces	 are
incompatible,	they	don’t	‘resonate’	with	each	other,	they	partly	cancel
each	other	and	hinder	access	to	any	higher	level	of	order	(the	law	of
mathematical	addition).
	
To	illustrate	this	concept	further,	let’s	take	stereo	conversion	as	an

example.	 During	 this	 process,	 multiple	 2D	 images	 are	 compiled
together	 in	 order	 to	 reconstruct	 a	 3D	 image	 (figure	 250).	 Thus,	 the
combination	 of	 2D	 projections	 will	 reveal	 an	 extra	 third	 dimension
(depth)	that	was	not	visible	in	any	of	the	2D	pictures.	Notice	that	the
3D	representation	of	the	object	will	only	emerge	if	each	2D	image	is	a
faithful	(true)	projection	of	the	3D	object.



	
That’s	 exactly	what	 happens	with	our	vision.	 If	we	 look	with	one

eye	only	we	get	 a	2D	picture,	but	 if	we	 look	with	 two	eyes	and	get
two	 converging,	 consistent	 2D	 representations	 –	 they	 combine	 and
reveal	 an	 extra	 ‘depth	 dimension’.	 But	 for	 that	 to	 happen	 you	must
have	 two	 eyes	 that	work	 together	 simultaneously	 as	 a	 coordinated
team.	[954]
	

Figure	250:	2-eye	view	and	stereovision	(©	Visio	3D)

	

Truth	and	lie	factors	on	a	collective	level

To	illustrate	the	influence	of	true	information	and	false	information
on	 a	 collective	 level,	 let’s	 start	 with	 a	 simple	 example	 (see	 figure
251).
	



Figure	251:	Interactions	between	true	or	false	information	believed

by	two	individuals	(©	Sott.net)

	
Case	1:	Two	individuals	hold	the	same	true	information	(1	+	1	=	2).

This	 information	 is	 depicted	 by	 the	 two	 upwards	 light	 blue	 arrows.
The	 arrows	 are	 collinear;	 they	 fully	 add	 up	 to	 each	 other	 (medium
blue	upwards	arrow).	In	addition,	their	final	result	(dark	blue	arrow)	is
even	 longer	 than	 the	sum	of	 the	 two	arrows	because	of	synergy.	We
will	develop	this	point	very	soon.

	
Case	 2:	 Two	 individuals	 hold	 two	 different	 false	 pieces	 of

information	 (1	 +	 1	 =	 3	 and	 1	 +	 1	 =	 4).	 These	 two	 pieces	 of
information	 are	 depicted	 by	 the	 two	 divergent	 light	 blue	 arrows
pointing	 down.	 This	 represents	 the	 fact	 that,	 since	 those	 two
propositions	are	not	collinear,	they	partly	cancel	each	other	and	don’t
fully	 add	up	 (medium	blue	downward	 arrow).	The	 final	 result	 (dark
blue	 arrow)	 is	 equal	 to	 the	 sum	of	 its	 two	parts	 because	 there	 is	 no
synergistic	effect.
	



Case	3:	Two	individuals	share	the	same	false	information	(1	+	1	=
3).	These	two	pieces	of	information	are	depicted	by	the	two	collinear
light	blue	downwards	arrows.	They	fully	add	up	to	each	other	because
they	 are	 collinear	 (medium	 blue	 arrow).	 The	 final	 result	 (dark	 blue
arrow)	is	exactly	equal	to	the	sum	of	its	two	parts	because	there	is	no
synergistic	effect.
	

Truth	factor	on	a	collective	level

True	 information	 interactions	 (Case	 1	 in	 figure	 251)	 exhibit	 two
fundamental	differences	when	compared	with	false	information:
	

1.	 As	previously	shown,	 the	 individual	signals	 (light	blue	arrows)	are	 longer
when	they	are	true.

2.	 The	total	effect	is	greater	than	the	sum	of	the	individual	effects	(synergy).

	
Synergy	 in	 a	 human	 group	 is	 relatively	 rare,	 but	 there	 are

documented	 instances	 [955]	 where	 the	 group	 achieves	 collectively
something	 which	 could	 not	 have	 been	 achieved	 by	 any	 member
working	 alone	 or	 by	 a	 combination	 of	 individual	 efforts.	Those	 few
instances	 occurred	most	 of	 the	 time	when	 the	 group	members	were
highly	motivated,	which	leads	to	a	shift	where:
	

The	 group	 abandons	 incorrect	 answers	 when	 better	 ideas	 are
proposed	by	someone	in	the	group.	[956]

	
The	 rarity	 of	 real	 life	 examples	 of	 synergy	 occurring	 in	 human

groups	 might	 be	 due	 to	 the	 lack	 of	 co-linearity:	 shared	 motivation,
shared	objectives,	shared	vision	of	the	world.	Also,	individual	interest
must	come	second	to	group	interest	for	synergy	to	occur.

	
Unlike	 humans,	 ants	 are	 not	 subjected	 to	 lies	 (propaganda,



disinformation,	 etc.).	 In	 this	 sense	 they	 exhibit	 a	 higher	 level	 of	 co-
linearity.
	
An	ant	by	itself	is	almost	nothing,	but	with	the	other	members	of	its

colony	it	can	achieve	results	that	far	exceed	the	sum	of	the	individual
contribution.	Synergy	 is	 fully	at	work	and	 leads	 to	what	some	call	a
superorganism	[957]:
	

Figure	252:	After	injecting	cement	in	an	abandoned	ant	colony,	then

excavating	the	surrounding	dirt,	researchers	reveal	a	marvel	of

engineering:	interconnected	chambers,	fungus	gardens,	highways,

garbage	pits,	and	ventilation	tunnels	(©	Luis	Forchi)

	
Contemplating	 the	 image	 depicted	 in	 figure	 252,	 the	 documentary

commentator	said	in	awe:
	

Everything	looks	like	it	has	been	designed	by	an	architect:	a	single
mind.	 This	 colossal	 and	 complex	 city	 was	 created	 by	 the	 collective
will	of	the	ant	colony:	the	superorganism.	[958]

	
However,	 co-linearity,	 sharing	 similar	 true	 information,	might	 not

be	 all	 that	 is	 required	 to	 reach	 full	 synergy.	 The	 Jahn	 and	 Dunne



research	 [959]	mentioned	 above	 showed	 that	while	 bonded	 couples	 of
different	sex	had	a	synergetic	influence	(six	times	more	than	a	single
individual),	 couples	 of	 the	 same	 sex	 tended	 to	 have	 a	 very	 slight
negative	 effect	 (they	 had	 a	worse	 outcome	 than	what	 they	 achieved
individually).

	
This	suggests	that	synergic	individuals	need	not	only	to	be	collinear

(shared	 information,	 vision	 and	 objective)	 but	 also	 need	 to	 be
complementary.	 Perhaps	 in	 the	 case	 of	 bonded	 couples	 of	 different
sex,	one	brings	a	more	emotional	take	on	things	to	the	equation,	while
the	other	brings	a	more	intellectual	approach.	Both	takes	can	be	true,
but	 alone	 they	 form	only	part	of	 the	overall	perspective,	hence	 their
complementarity.
	

Lie	factor	on	a	collective	level

The	lie	factor	on	a	collective	level	will	reach	its	maximum	when	a
maximum	number	of	people	believe	a	maximum	number	of	 the	same
lies	(Case	3	in	figure	251).	For	example,	during	the	Middle	Ages	the
world	population	was	relatively	small	 [960]	and	scattered.	Every	group
held	 a	 distinct	 set	 of	 beliefs	 and	 cultural	 references.	Because	 of	 the
variety	 of	 beliefs	 held	 by	 people	 in	 the	 past,	 the	 ‘signal’	 sent	 by
humanity	was	 confused:	on	 a	 cosmic	 scale,	 the	 level	of	 incoherence
was	so	high	that	all	those	signals	mostly	cancelled	each	other	out.	In
addition	to	being	incoherent,	the	signal	sent	in	the	past	was	relatively
weak	 because	 the	 population	 was	 scarce.	 However,	 the	 weak	 and
incoherent	 signal	 emitted	 in	 the	 past	 was	 still	 sufficient	 to	 be
correlated	with	several	major	cataclysmic	episodes.
	
The	 cataclysms	 that	 occurred	 during	 the	 Middle	 Ages	 [961]	 were

relatively	 minor	 compared	 to	 the	 catastrophes	 that	 wiped	 out	 the
Bronze	Age	civilization	[962]	and	the	Roman	Empire.	[963]



	
Compared	 to	 the	 Middle	 Ages,	 the	 Roman	 Empire	 exhibited	 a

larger	 population	 and	more	 structured	means	 of	 logistics	 and	 cross-
civilization	 communication.	 In	 this	 setting,	 there	 is	 greater	 potential
for	co-linearity,	which	 is	not	necessarily	a	bad	 thing	but	by	 the	 time
the	 elites’	 greed	 kicks	 in	 on	 the	 Dynastic	 Cycle	 [964]	 and	 lies,
corruption	and	wars	resulted,	 this	co-linearity	produced	collinear	lies
(Case	 3),	 greater	 lie	 resonance	 and,	 therefore,	 a	 greater	 cosmic
reaction.

	
Plato	made	a	very	clear	reference	to	‘Atlantis’	[965].	Was	it	a	‘great’

civilization	comprising	billions	of	people	that	was	largely	defined	by
lies	and	suffering?	Was	 it	annihilated	by	catastrophes	of	 the	greatest
magnitude?	 Is	 the	 story	 of	 Atlantis	 today	 remembered,	 if	 only	 in
myth,	by	peoples	the	world	over,	the	most	well-known	version	being
the	Noachian	Flood	story?
	
According	to	Firestone	et	al.,	[966]	there	was	an	Atlantis	civilization

and	it	was	wiped	out	by	a	series	of	major	cometary	bombardments	c.
12,500	 BC	 as	 evidenced	 by	 the	 Carolina	 Bays	 and	 its	 500,000
elliptical	craters	concentrated	along	the	Atlantic	seaboard.
	

Figure	253:	Detail	(left)	and	geographic	scope	(right)	of	the

‘Carolina	Bays’	cometary	bombardments	(©	LIDAR	/	Terrametrics)

	
We	can’t	speculate	much	further	than	that	because	the	core	problem



with	 such	 hypothetical	 ‘total’	 global	 catastrophes	 during	 human
history	is	that	the	magnitude	of	the	destruction	would	mean	that	most,
if	not	all,	trace	of	such	a	civilization	would	have	been	erased.
	
Nowadays,	 the	 situation	 is	 much	 worse	 than	 during	 the	 Middle

Ages:	 the	 world’s	 population	 exceeds	 7	 billion,	 a	 figure
unprecedented	in	documented	history.	Mass	media	reach	almost	every
human	being	through	the	Internet,	newspapers,	books,	radio	and	TV,
spreading	 propaganda	 and	 disinformation	 about	 any	 and	 all	 topics
(economics,	 nutrition,	 weather,	 politics,	 science,	 finance,	 etc.)	 24
hours	a	day	and	7	days	a	week.

	
One	 consequence	 of	 the	 development	 of	 mass	 media	 is	 that	 the

same	 lies	 are	 spread	 and	 repeated	 throughout	 the	 entire	 world
population,	 which	 could	 lead	 to	 a	 more	 coherent	 lie	 signal,
represented	 by	 a	 shift	 from	 Case	 2	 to	 Case	 3	 in	 the	 ‘truth	 factor
diagram’	found	at	the	beginning	of	this	chapter.
	



Figure	254:	Average	daily	time	spent	viewing	TV	in	the	USA	between

1950	and	2010	(©	Sott.net,	adapted	from	The	Nielsen	Company)

	
However,	 this	 point	 is	 generally	 mitigated	 because,	 in	 order	 to

obfuscate	 the	 truth,	 the	 mainstream	 (and	 sometimes	 ‘alternative’)
media	tend	to	disseminate	several	contradictory	lies,	i.e.	they	‘muddy
the	 waters’.	 Take	 the	 September	 11th	 2001	 attacks	 in	 NY	 and
Washington,	for	example.	Several	false	scenarios	about	the	events	of
that	day	have	been	spread	by	the	mainstream	and	‘alternative’	media
(Osama	Bin	Laden	and	his	19	hijackers,	the	no-planes	theory,	the	use
of	 mini-nukes,	 etc.)	 in	 the	 hope	 that	 this	 or	 that	 person	 will	 cling
better	 to	 this	 or	 that	 lie	 because	 it	 fits	 better	 with	 his	 or	 her	 belief
system.
	
As	a	result,	while	an	important	percentage	of	the	global	population

believes	 a	 false	 narrative	 about	 how	 and	 why	 the	 9/11	 attacks
happened,	 which	 tends	 to	 increase	 the	 lie	 factor,	 because	 of	 the
multiplicity	of	 the	 lies	 that	are	being	spread,	 the	coherence	of	 the	 lie
signal	is	reduced.



	
Despite	 this	 potentially	 mitigating	 factor,	 never	 before	 in	 written

history	 has	 humanity	 emitted	 such	 a	 strong	 and	 coherent	 lie	 signal
overall	 because	 of	 its	 exceptional	 size	 and	 the	 universality	 and
homogeneity	of	its	wrong	beliefs.
	
This	signal	might	indeed	increase	the	probability	of	the	occurrence

of	 cataclysmic	 events,	 but	 humanity	 is	 only	 one	 factor	 in	 the
cataclysm	equation:	 the	 last	 five	past	mass	extinctions	occurred	well
before	the	appearance	of	human	beings.

	
A	 close	 study	 of	 the	 interrelatedness	 of	 all	 life	 on	 Earth	 suggests

that,	even	in	those	times,	something	was	amiss,	something	that	needed
correction	 or	 rebalancing.	 The	 Cosmic	 Information	 Field	 found	 it
necessary	to	blast	through	blockages	or	terminate	failed	evolutionary
experiments	that	were	going	nowhere	and	could	not	contain	or	express
more	 ordered	 or	 higher-level	 information.	 In	 this	 sense,	 it	 could	 be
suggested	 that	 human	 beings	with	 self-consciousness	 and	 awareness
were	 desirable	 outcomes	 from	 regular	 pruning	 of	 the	 evolutionary
tree.	 However,	 it	 should	 also	 not	 be	 forgotten	 that	 human	 beings
themselves	 are	 part	 of	 this	 tree	 and	 that	 those	 who	 do	 not	 become
adequate	information	processing	units	might	also	be	pruned.
	
Of	course	 the	 ‘1	+	1	=	2’	 example	mentioned	above	 is	 simplistic.

Often	the	truth	is	not	so	obvious.	In	many	instances,	the	absolute	truth
can’t	 even	 be	 reached	 by	 human	 minds.	 We	 can	 only	 try	 to	 strive
towards	it.	However,	it’s	not	because	we	don’t	know	the	truth	that	we
should	accept	a	lie.	By	not	believing	a	lie,	even	if	one	doesn’t	know
the	exact	truth,	an	individual	removes	his/her	personal	contribution	to
the	lie	factor	(at	the	collective	level)	and	at	the	same	time	reduces	the
level	of	fragmentation	in	his	own	mind	(individual	level).

	
As	a	side	note,	believing	a	lie	today	is	not	exactly	like	it	was,	say,



five	 centuries	 ago.	 In	 the	 past,	 information	 was	 scarce,	 books	 were
rare	 and	 illiteracy	 high.	 Things	 have	 changed	 drastically.	 With	 the
development	 of	 the	media	 in	 general,	 and	 the	 Internet	 in	 particular,
we’ve	 shifted	 from	 an	 information-deficient	 world	 to	 a	 world
overloaded	 with	 information.	 Today,	 numerous	 explanations	 are
available	for	most	events,	including	many	false	ones,	but	also	the	true
one.	The	truth	generally	being	available,	believing	a	lie	today	amounts
to	–	 consciously	or	 not	 –	choosing	 the	 lie	 over	 the	 truth,	 something
that	could	be	considered	an	‘aggravating	circumstance’.	Our	ancestors
didn’t	have	this	choice.
	

Figure	255:	The	Vatican	Library	was	established	in	1475.	At	that

time	knowledge	was	scarce	and	not	unified.	Books	were	rare	and	most

people	couldn’t	read.	(©	Idlespeculations)

	



In	addition	 to	beliefs,	another	element	affecting	 the	 lie	 factor	on	a
collective	 level	 is	 emotions.	 They	 do	 play	 an	 important	 role	 in
mind/matter	 interactions.	 Telepathy	 experiments	 show	 that	 not	 only
are	we	connected	on	an	 intellectual	 level	but	also	on	a	physiological
and	emotional	level:
	

A	 light	 flashed	 in	 a	 test	 subject’s	 eyes	 will	 register	 in	 the	 EEG
readings	of	a	test	subject	isolated	in	another	room,	and	even	the	blood
volume	 of	 a	 test	 subject’s	 finger	 changes	 —	 as	 measured	 by	 a
plethysinograph,	 a	 sensitive	 indicator	 of	 autonomic	 nervous	 system
functioning	—	when	a	‘sender’	 in	another	room	encounters	 the	name
of	someone	they	know	while	reading	a	list	composed	mainly	of	names
unknown	to	them.	[967]

	
After	 testing	 the	 effects	 of	 whole	 crowds	 on	 ‘random’	 events	 at

popular	 venues,	 the	 previously	mentioned	Princeton	 scientist	Robert
Nelson	[968]	tested	events	broadcast	worldwide.	For	that	purpose	he	set
up	a	network	of	40	researchers	equipped	with	REGs	(Random	Event
Generators)	spread	all	over	 the	world.	Their	 task	was	 to	monitor	 the
deviations	displayed	by	the	machines	during	widely	broadcast	events.
[969]

	



Figure	256:	Cumulative	deviation	over	the	20	hours	of	data

surrounding	the	WTC	event.	The	blue	squares	show	the	time	of	hits

and	collapse	of	the	towers	(©	Nelson)

	
While	 the	REGs	displayed	statistically	 significant	deviation	 spikes

for	 the	O.J.	 Simpson	 trial,	 the	 Concorde	 crash,	 the	 impeachment	 of
Clinton,	 elections,	 volcanic	 eruptions,	 earthquakes,	 etcetera.	 [970]	 the
deviations	recorded	at	the	time	of	the	death	of	Princess	Diana	[971]	and
the	 collapse	 of	 the	 WTC	 were	 unparalleled.	 [972]	 What	 those	 two
events	 have	 in	 common,	 and	 what	 makes	 them	 stand	 out,	 is	 the
collective	 tragedy,	compassion	and	suffering	 that	was	 felt	by	a	 large
percentage	of	the	global	population.

	
Princess	Diana	was	a	beloved	icon	whose	kindness	and	compassion

touched	most	of	us.	Literally	billions	mourned	her	death	 and	 joined
each	other	in	a	communion	of	sympathy,	sadness	and	thoughts.
	



Figure	257:	September	1997	in	front	of	Kensington	Palace.	Flower

tribute	to	Diana.	(©	Corbis)

	
From	these	two	examples	(the	9/11	attacks	and	the	death	of	Diana)

we	 can	 deduce	 that	 collective	 suffering	 is	 a	 strong	 modulator	 of
‘random’	 events.	 From	 the	 previously	 mentioned	 Helmut	 Schmidt
trials	[973]	and	lie	factor	on	a	collective	level,	[974]	we	see	that	collective
false	 beliefs	 are	 also	 a	 strong	 modulator	 of	 random	 events.
Interestingly,	 collective	 suffering	 and	 collective	 false	 beliefs	 are	 the
two	main	markers	of	imperialism.
	
Lies	 and	 suffering	 go	 pretty	much	 hand	 in	 hand.	Empires	 involve

both.	 Lies	 and	 their	 corollaries	 –	 propaganda,	 censorship,
scapegoating,	 smokescreens,	 and	 newspeak	 –	 are	 the	 trademarks	 of
imperial	 domination.	The	 reality	 ‘created’	by	 empires	 is	 so	grim,	 so
detrimental	 to	 people,	 with	 its	 massive	 suffering,	 exploitation,
inequality	and	destruction,	 that	only	 lies	 (if	believed	widely	enough)
can	make	people	accept	such	an	unacceptable	state	of	affairs.
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CHAPTER	 42:	 BRANCHING
UNIVERSE
	

In	 this	 final	 chapter	 we’ll	 continue	 our	 quest	 and	 try	 to	 better
understand	 the	 fate	and	reality	of	a	group	 that	 resonates	on	 the	 truth
frequency	 in	 comparison	 to	 another	 group,	 the	 vast	 majority	 of	 the
population	 that	 resonates	 on	 the	 lie	 frequency.	Of	 course	 this	 is	 not
black	 and	white;	 no	group	holds	 the	whole	 truth	while	 other	 groups
believe	only	lies.	But,	sadly,	we	can	safely	state	that	today	the	amount
of	lies	believed	by	most	of	the	population	has	reached	unprecedented
levels.

	
Now,	 what	 do	 we	 suppose	 would	 happen	 when	 the	 majority	 of

humanity	 shares	 the	 same	 beliefs	 based	 on	 false	 information	 –	 lies?
Would	 humanity’s	 influence	 on	 ‘random	 events’,	 including	 cosmic
ones,	 still	be	minute,	as	 suggested	by	 the	studies	quoted	previously?
[975]	And	what	would	be	the	influence	of	the	truth-resonant	group?
	
At	 the	 end	 of	 the	 19th	 century,	 the	 previously	 mentioned	 [976]

alchemist	called	Sédir	 [977]	made	another	statement	mentioning	a	 link
between	human	affairs	and	cosmic/cometary	activity:
	

A	few	minutes	later,	Stella	came	in	bringing	some	café-au-lait,	and
we	 commented	 on	 the	 disaster	 which	 was	 ruining	 Paris	 and	 had
ravaged	the	suburbs	for	the	past	two	weeks.

	
‘These	 modifications	 can	 only	 result	 from	 the	 precession	 of

Equinoxes	or	from	a	subterranean	eruption,	or	still,	from	the	birth	of	a
new	 magnetic	 center	 such	 as	 the	 proximity	 of	 a	 comet	 could	 bring
about.	But	such	phenomena	are	not	due	to	a	hazard:	they	are	willed	by



cosmic	 intelligences	 or	 else	 brought	 about	 as	 reactions	 to	 social	 or
ethnic	diseases,	you	might	say.	Hence,	wisdom	is	a-priori	 to	let	 them
alone.’	…

	
‘What	about	us;	can’t	we	do	anything	against	such	cataclysms?’

	
‘It	is	a	little	late.	There	should	have	been	a	few	courageous	men	fifty

or	 one	 hundred	 years	 ago.	 Unless	 an	 innocent	 being,	 hidden
somewhere,	is	willing	to	sacrifice	himself,	there	is	nothing	else	but	to
submit	to	it.’	[978]

	
Sédir	postulation	that	‘a	few	courageous	men’	could	help	prevent	a

cataclysmic	 future	 strongly	 resonates	with	Gurdjieff’s	 [979]	words,	 as
recorded	by	Ouspensky:
	

Two	 hundred	 conscious	 people,	 if	 they	 exist	 and	 if	 they	 find	 it
necessary	and	legitimate,	could	change	the	whole	of	life	on	the	earth.
But	 either	 there	 are	 not	 enough	 of	 them,	 or	 they	 do	 not	want	 to,	 or
perhaps	 the	 time	has	 not	 come,	 or	 perhaps	 other	 people	 are	 sleeping
too	soundly.	[980]

	

George	Gurdjieff	(1866-1949)	was	Pyotr	Ouspensky's	teacher	(©

bigjoebuck)

	
Those	 two	 similar	 quotes	 make	 us	 wonder	 how	 this	 group	 of

conscious	individuals	could	change	the	world.	What	would	happen	if



a	group	of	 individuals	 seeking	 truth	were	 to	 resonate	 enough	on	 the
same	frequency?
	
In	 the	 previous	 chapter	we	 saw	 the	 example	 of	 stereo	 conversion.

During	 this	 process	 the	 combination	 of	 2D	 images	 creates	 a	 3D
picture	 and	 reveals	 one	 extra	 third	 dimension	 (depth)	 that	 was	 not
visible	in	any	of	the	2D	pictures.
	
In	a	similar	way,	but	at	a	collective	level,	the	story	of	the	blind	men

and	the	elephant	illustrates	this	point:	a	group	of	blind	men	touch	an
elephant	 to	 learn	what	 it	 is	 like.	Each	one	 feels	 a	 different	 part,	 but
only	 one	 part,	 such	 as	 the	 trunk	 or	 the	 leg.	 They	 share	 their
observations,	 listen	 to	 each	 other	 and	collaborate	 to	 assemble	 a	 full
picture	of	the	elephant	(see	figure	259).	[981]
	

Figure	259:	‘Blind	monks	examining	an	elephant’	by	Hanabusa	Itchō

(1652–1724)	(©	Wikimedia	Commons)



	
Thus,	 by	 sharing	 and	 comparing	 limited	 but	 objective	 and

complementary	information,	the	blind	men	gained	access	to	a	concept
(a	 full	 3-D	 elephant)	 far	 beyond	 what	 they	 could	 have	 accessed
individually	(an	isolated	trunk,	leg	or	tusk…).
	
Note	that	for	a	full	assessment	of	 the	elephant	 to	be	made,	several

conditions	are	required:
	

Each	individual	assessment	must	be	objective,	true
Assessments	must	be	shared
A	critical	mass	of	complementary	assessments	must	be	conducted	in	order
to	fully	‘map’	the	elephant.

	
In	 the	 three	 previously	 mentioned	 examples	 (stereo	 vision,	 the

elephant,	and	the	law	of	mathematical	addition)	the	same	fundamental
principle	seems	to	be	at	work:	the	sharing	of	objective	complementary
information	enables	 the	observer(s)	 to	 reveal	a	hidden	dimension,	 to
have	access	to	laws	or	concepts	of	a	higher	order.	Does	it	mean	that
such	 a	 group	 somehow	 attains	 a	 higher	 level	 of
reality/knowledge/conscience?

	
Figure	 260	 represents	 this	 hypothesized	 process.	 Five	 levels	 of

information	 processing	 capabilities	 are	 assigned	 to	 various	 entities
(minerals,	 plants,	 animals,	 etc.).	 The	 higher	 the	 information-
processing	 level,	 the	 more	 efficient	 the	 entity	 is	 at	 collecting,
comprehending	and	processing	information.
	



Figure	260:	Five	information-processing	levels	(©	Sott.net)

	
At	 the	 lowest	 level	 (minerals),	 physicality	 is	 predominant	 and

consciousness	 almost	 nonexistent.	 At	 the	 second	 level	 (plants),
consciousness	 increases	 slightly.	 Plants	 exhibit	 some	 primitive
communication	 and	 sensory	 abilities,	 [982]	 while	 physicality	 remains
predominant.	 Animals	 on	 the	 third	 level	 have	 an	 increased	 level	 of
consciousness,	emotional	life	and	information-processing	capabilities.
Humans,	 at	 the	 fourth	 level,	 have	 self-awareness	 and	 face	 the
fundamental	 choice	 between	 good	 and	 evil	 (serving	 themselves	 or
serving	others).
	
Notice	that	small	purple	arrows	connect	one	box	embedded	within

each	 level	 to	 the	 level	 above.	 This	 box	 represents	 a	 hypothesized
group	 of	 entities	 from	 their	 existing	 information-processing	 level
(plants,	 animals)	 holding	 a	 critical	 mass	 of	 true	 information	 that
enables	it	to	‘graduate’	to	the	next	information-processing	level.



	
The	 group	 of	 ‘truth-resonant’	 individuals	 mentioned	 previously

could	be	represented	by	the	bright	pink	rounded	box	within	the	human
level	(information	processing	level	four).
	
The	closest	example	of	this	‘graduation	process’	that	can	be	found

in	nature	might	be	what	is	called	superconductivity.
	

At	normal	temperatures,	matter,	like	metal,	is	not	superconductive,
just	conductive,	 i.e.	current	 flow	is	characterized	by	chaotic	electron
movement,	low	information	level,	and	low	efficiency:	a	lot	of	energy
is	 lost	 because	 of	 the	 collisions	 occurring	 between	 the	 disordered
electrons.	This	is	also	known	as	electric	resistance	(transformation	of
electric	energy	into	heat).
	
In	addition,	at	normal	 temperatures,	electrons	are	considered	 to	be

fermions,	 [983]	 which	 means	 they	 are	 ruled	 by	 the	 Pauli	 Exclusion
Principle.	 [984]	 In	 simple	 terms,	 they	 are	 not	 free	 and	 not	 organized
either:	 they	 behave	 individually,	 they	 can’t	 bond,	 and	 they	 can’t	 be
homogeneous,	i.e.	their	state	(mass,	orbit,	spin)	must	differ.

	
But	when	the	temperature	drops,	i.e.	when	information	increases,	a

threshold	 is	 eventually	 reached,	 superconductivity	 occurs	 almost
instantaneously	 as	 if	 a	 critical	mass	of	 information	was	 reached	 and
the	 electrons	 abruptly	 switched	 to	 superconductivity.	 [985]

Superconductivity	can	be	 reached	at	 relatively	high	 temperature,	 [986]
which	 tends	 to	 suggest	 that,	 ultimately,	 superconductivity	 is	 not	 so
much	 a	 temperature-driven	 phenomenon	 as	 an	 information-driven
organization.
	



Figure	261:	Sample	of	a	‘high-temperature	superconductor’	named

bismuth	strontium	calcium	copper	oxide	(©	Creative	Commons)

	
When	 superconductivity	 happens,	 everything	 changes.	 Electrons

start	to	behave	in	a	totally	different	way.	Even	their	identities	change;
they’re	 not	 fermions	 any	 more	 but	 bosons.	 [987]	 Electrons	 free
themselves	 from	 the	 Pauli	 Exclusion	 Principle,	 they	 start	 to	 form
pairs,	 they	 stop	moving	 chaotically	 and	 follow	orderly	 patterns,	 and
the	 level	of	organization	and	efficiency	dramatically	 increases	 to	 the
point	 that	 the	 collective	 electron	 movement	 becomes	 perfectly
smooth,	 collisions	 stop,	 and	 energy	 loss	 disappears.	 The	 once
heterogeneous	electrons	now	share	similar	mass,	spin	and	locations.
	
In	 fact,	 superconductive	 electrons	 defy	most	 fundamental	 laws	 of

physics,	they	exhibit	no	energy	loss	whatsoever	(in	contradiction	with
the	 laws	 of	 thermodynamics),	 they	 generate	 never-ending	 electric
currents	 [988]	 and	 provide	 permanent	magnetic	 fields,	 [989]	 despite	 the
absence	of	any	power	source.	What	we	are	describing	here	is	nothing
less	than	perpetual	motion.

	
Somehow,	 through	 an	 information	 increase	 (drop	 in	 temperature),



electrons	 have	 reached	 a	 ‘higher	 level	 of	 reality’,	 allowing	 more
freedom,	more	 organization,	 and	more	 efficiency,	while	 defying	 the
limitations	 (Pauli	 Exclusion	 Principle,	 resistance)	 that	 previously
restricted	them.
	

Figure	262:	Levitating	magnet	above	a	superconductor	in	which	the

persistent	electric	current	doesn’t	require	a	power	source	(©Mai-

Linh	Doan)

	
Could	 a	 group	 of	 truth-resonant	 individuals	 undergo	 a	 similar

process?	 In	 such	 a	 case,	 how	 could	 an	 ‘augmented’	 reality
modify/mitigate	 the	way	 cataclysms	 can	be	 experienced?	Would	 the
truth-resonant	group	only	change	their	collective	reality?	Would	they
change	 the	whole	world,	with	seven	or	so	billion	people	 living	 in	 it,
and	 resonating	 on	 a	 totally	 different	 frequency?	 Would	 they	 not
change	 their	world	per	 se	 but	 the	way	 they	perceive	 it?	Would	 they
change	the	existing	world	or	‘move’	to	another	one?
	



Two	 non-mutually	 exclusive	 scenarios	 seem	 possible.	 The	 truth-
resonating	group	could:
	

1.	 Perceive	the	world	in	a	much	different	way	(perception	change).
2.	 Have	an	 influence	on	 the	world	 they	 live	 in	and	modify	 it	 to	some	extent

(reality	change).

	

Perception	change

Let’s	 take	 the	 example	 of	 two	 individuals,	 where	 individual	 A
believes	 all	 the	 lies,	 all	 the	 official	 stories,	 while	 individual	 B	 only
believes	half	of	 those	 lies.	For	 the	 latter,	 it	 could	be	 reasonably	said
that	 he	 perceives	 reality	 in	 a	 way	 that	 is	 drastically	 different	 from
individual	A.

	
Their	respective	perception	of	fundamental	topics	like	politics,	war,

governing	 elites,	 history,	 terrorism,	 finance,	 big	 corporations,	 etc.
would	 be	 so	 different	 that,	 indeed,	 they	 would	 be	 living	 in	 two
different	perceived	worlds.
	
Nonetheless,	they	would	still	live	in	the	same	world	and	they	would

both	suffer	 from	 the	same	abuse,	pollution,	and	violence	perpetrated
by	the	elites,	although	individual	A	might	not	be	fully	aware	of	–	or
willing	to	acknowledge	–	his	suffering	and	its	causes.

	
They	 might	 however	 experience	 cataclysm	 in	 a	 different	 way

because	 their	 perception	 and	 the	 information	 they	 hold	 differs
drastically.
	
An	 analogy	 might	 help	 clarify	 this	 point.	 According	 to	 the	 ‘five

information-processing	 levels’	 chart	 (figure	 260),	 butterflies	 are
creatures	of	the	third	information-processing	level,	while	humans	are



creatures	of	the	fourth	information-processing	level.
	

While	 butterflies	 and	 humans	 possess	 different	 knowledge	 and
perceptions,	 they	 live	 in	 the	 same	 world	 and	 experience	 the	 same
natural	events.	A	rain	episode,	for	example,	would	be	experienced	in	a
very	different	way.
	
For	 butterflies,	 rain	 can	 be	 cataclysmic,	 or	 even	 deadly.	 Human

beings,	 thanks	 to	 their	 knowledge,	 have	 weather	 forecasts,	 sturdy
houses,	 waterproof	 clothes,	 they	 know	 how	 to	 swim,	 etc.	 This
cumulative	 theoretical	 and	 applied	 knowledge	makes	 such	 an	 event
far	less	dramatic.

	
From	 this	 perspective,	 a	 higher-level	 of	 awareness	 can	 indeed

mitigate	cataclysms	and	their	effects.
	

Reality	change

Knowing	that	groups	have	an	influence	on	reality	according	to	 the
information	 they	 believe,	 what	 would	 happen	 when	 the	 perceptions
held	by	two	groups	become	virtually	opposite?	Would	reality	split?

	
To	 answer	 those	 questions,	 let’s	 first	 go	 back	 to	 the	 Schrödinger

experiment.	While	 quantum	physicists	were	 arguing	 endlessly	 about
the	state	of	this	poor	cat,	physicist	Hugh	Everett	hypothesized	[990]	that
at	 the	moment	when	 the	 cat’s	 box	was	 open,	 i.e.	 the	moment	when
information	 was	 exchanged	 between	 the	 observer	 and	 the	 observed
event,	 the	 Universe	 split	 in	 two:	 [991]	 one	 universe	 where	 the	 cat	 is
alive	and	one	universe	where	the	cat	is	dead.
	



Figure	263:	The	‘Schrödinger’s	cat’	paradox	according	to	the	‘many

worlds’	interpretation	(©	Wikimedia	Commons)

	
Let’s	now	apply	Everett’s	hypothesis	to	macro	events,	specifically	a

human	life.	During	our	 lifetime	we	encounter	some	crucial	moments
when	 we	 face	 important	 decisions.	 These	 are	 ‘nodal	 points’,	 as
depicted	by	 red	 ellipses	 in	 figure	 264.	We	make	decisions	 based	on
the	information	(whether	true	or	false)	that	we	believe.
	



Figure	264:	Illustration	of	diverging	personal	timelines	(©

Sott.net)

	
The	diverging	personal	 timeline	 shows	 the	path(s)	 followed	by	 an

individual.	 The	 black	 icon	 represents	 the	 actual	 timeline	 of	 the
individual;	the	grey	icon	represent	‘non-actualized’	timelines.
	
A	timeline	can	be	schematized	as	a	series	of	decisions.	The	journey

starts	with	a	boy	(bottom	left	of	 the	drawing).	He	faces	a	 first	nodal
point:	suicide	vs.	no	suicide.	If	the	boy	chooses	to	not	commit	suicide,
he	 will	 eventually	 face	 a	 second	 nodal	 point:	 marrying	 or	 not
marrying.	 If	 he	 marries	 he	 will	 face	 the	 choice	 between	 having
children	or	not,	etc.
	
The	series	of	information-based	decisions	will	lead	to	very	different

futures:	happy	husband,	murderer…
	
Of	 course,	 the	 choices	 given	 in	 this	 scenario	 are	 deliberately

simplistic.	 In	real	 life,	every	moment	 is	a	potential	universe-splitting
moment.	At	every	moment	we	make	decisions	(a	non-decision	being	a



decision	 to	not	do	anything),	with	each	decision	being	based	on	our
level	 of	 awareness,	 the	 amount	 of	 information	 we	 have	 access	 to
and/or	hold	within.

	
Of	 course,	 in	 real	 life	 one	 single	 decision	 can	 lead	 to	 numerous

different	results.	In	addition,	some	results	are	immediately	perceivable
while	others	exhibit	delayed	effects.
	
The	 example	 above	 is	 also	 deliberately	 dramatic	 in	 order	 to	 show

that	in	some	cases	the	decisions	will	 lead	to	a	dead	end;	to	timelines
that	are	not	viable.

	
This	being	said,	the	important	point	in	Everett’s	multiverse	theory	is

that	 the	 choices	 made	 by	 the	 individual	 gave	 birth	 to	 several
universes:	the	information-based	decisions	changed	not	only	the	way
the	 individual	perceives	 reality	but	also	 the	very	 reality	 in	which	he
lives.
	



Figure	265:	Maple	tree.	Only	one	secondary	branch	is	alive	while

the	main	branch	is	dead.	(©	Sott.net	-	Adapted	from	GardenWeb)

	
We	 have	 applied	 Everett’s	 theory	 to	 an	 individual	 scenario;	 let’s

now	 apply	 it	 to	 a	 collective	 level,	 even	 to	 the	 whole	 human
population.
	
Today	we	have,	on	one	side,	a	group	 that	believes	 lies	and	makes

decisions	based	on	these	lies;	on	the	other	side,	a	minority	that	doesn’t
believe	 lies	 and	 acts	 accordingly.	 Truth-resonant	 people	 and	 lie-
resonant	 people	 have	 a	 drastically	 different	 perception	 of	 the	world
but	they	still	live	in	the	same	physical	world.

	
Could	 it	 be	 that	 the	 growing	 difference	 in	 perception	 and

information	held,	and	possibly	catalyzed	by	increasing	cosmic	events
and	their	electromagnetic	effects,	will	reach	a	threshold	and	lead	to	a
reality	 split?	 Could	 the	 truth-resonant	 group	 access	 a	 reality	 that



matches	the	information	they	hold	and	the	decisions	they	made,	while
the	lie-resonant	group	remains	in	the	collapsing	world	they	believed	in
and	chose	to	embrace?
	
Consider	Roy	Sullivan,	 the	poor	guy	who	was	 struck	by	 lightning

seven	 times.	 We	 left	 that	 mystery	 dangling,	 but	 it	 does	 point	 to	 a
possibility	that	the	internal	state	of	a	human	being	can	attract	very	real
cosmic	events.	And	that	was	just	one	guy.	Imagine	the	magnitude	of
attraction	that	might	be	generated	by	billions	of	human	beings.

	
From	 an	 anthropocentric	 perspective,	 a	 partial	 or	 even	 total

extinction	is	absolutely	dramatic,	but	from	a	cosmic	perspective,	is	it
the	same?	Sédir	wrote	the	following	about	this	point:
	

Comets	 are	 like	 missionaries	 from	 the	 stars	 community,	 they	 are
bringers	 of	 hope,	 carriers	 of	 strength.	They	 arise	 from	 the	 depths	 of
space,	 accomplish	 their	mission	 of	 regeneration	 or	medication	 for	 a
world	where	 life	weakens,	 then	 they	 return	 back	 into	 the	 space	 from
which	they	came.

	
Comets,	 because	 they	 were	 noticed	 before	 disasters,	 wars,

epidemics,	have	kept	a	negative	meaning.	Don’t	all	energetic	remedies
lead	to	the	expulsion	of	organic	waste?

	
If	comets	are	a	cure	for	the	world,	their	role	is	to	get	rid	of	what	is

no	longer	useful	to	the	world,	and	it	is	always	a	blessing.	Moreover,	be
certain	that	God	never	punishes,	we	attract	negative	reactions	the	same
way	 indigestion	 occurs	 in	 the	 stomach	 of	 the	 child	 who	 was	 too
greedy.	[992]

	
While	 true	 information	 brings	 order,	 false	 information/lies	 bring

chaos.	 Today,	 seven	 billion	 people	 resonate	 on	 the	 lie	 frequency,
generating	an	unprecedented	level	of	chaos.	Extinctions	decrease	 the
lie	factor	and	the	subsequent	chaos.	From	this	perspective,	comets	can
indeed	 be	 seen	 as	 a	 means	 of	 simply	 reducing	 chaos,	 as	 tools	 of	 a
necessary	cosmic	rebalancing	process.
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CONCLUSION
	

	
Our	 modern	 civilization	 suffers	 from	 amnesia.	 The	 psychopathic

elites	have	stolen	our	heritage:	the	wisdom	of	our	ancestors	who	knew
about	 the	 cyclical	 nature	 of	 cosmic	 events	 and	 the	 role	 played	 by
corruption	in	 those	catastrophes.	Revision	after	revision,	 lie	after	 lie,
year	 after	 year,	 a	 mechanistic,	 linear,	 uniformitarian	 model	 of	 the
universe	has	been	imposed	upon	us.
	
This	 new	 paradigm	 has	 erased	 any	 trace	 of	 spirituality	 and

responsibility.	 God	 is	 dead,	 cosmic	 events	 are	 wholly	 independent
phenomena	and	humans	are	nothing	more	than	biochemical	machines.
We	 were	 freed	 from	 any	 conscience,	 any	 ethical	 and	 cosmic
responsibility,	but	to	what	end?
	
A	 period	 of	 relative	 cosmic	 quietude	 helped	 with	 the

implementation	of	this	new	materialist	cosmogony.	But	this	period	of
relative	calm	seems	to	have	reached	its	end.	Since	the	turn	of	the	21st
century,	the	signs	are	everywhere	that	this	is	the	case,	and	they	keep
growing.
	
As	 we	 have	 seen	 in	 respect	 of	 the	 Roman	 Empire,	 collapses	 can

take	 some	 time	 to	 fully	 develop.	Nowadays,	 in	 our	world	 of	 instant
global	communication	and	extremely	rapid	transit	abilities,	processes
on	the	planet	occur	much	more	rapidly.	If	that	is	the	case,	perhaps	the
feedback	 loop	 with	 the	 cosmos	 is	 such	 that	 the	 reaction	 will	 be
correspondingly	fast	and	globally	intense.

	
The	Roman	Empire	is	strikingly	similar	to	our	present	civilization.



The	Romans	were	 certainly	 rational	 and	 scientific	 in	many	 respects.
They	had	factories	that	produced	tableware	that	has	been	found	at	the
farthest	 reaches	 of	 the	 Empire	 even	 in	 peasant	 homes.	 They
manufactured	 roof	 tiles	 that	 covered	 the	 heads	 of	 even	 the	 poorest
workers	and	their	livestock.	A	cache	of	letters	was	found	in	Northern
Britain	where	soldiers	wrote	home	to	have	socks	sent	 to	them	which
were,	 apparently,	 mass	 produced.	 There	 were	 roads,	 sanitation
systems,	haute	cuisine;	in	short,	everything	that	we	take	for	granted	as
essential	to	civilization.
	
One	 important	difference	between	our	modern	civilization	and	 the

Roman	Empire	is	that	we	have	harnessed	sources	of	power	that	enable
our	 civilization	 to	 aspire	 to	 control	 nature	 and	 become	 ‘god’.	 Yet,
“science	 without	 conscience	 is	 the	 soul’s	 perdition”.	 This
conscienceless	science	may	have	made	us	bigger	and	‘badder’,	but,	as
the	saying	goes,	“the	bigger	they	come,	the	harder	they	fall”.
	

Figure	266:	‘The	Great	Day	of	His	Wrath’.	1853	oil	painting	on

canvas	by	John	Martin



	
If	 that	 is	 so,	 we	 have	 indeed	 a	 big	 fall	 coming	 soon	with	 over	 7

billion	individuals	swimming	in	a	sea	of	lies.
	

But	is	the	situation	utterly	hopeless?	Have	we	passed	the	point	of	no
return?	 Is	 there	 any	 solution?	One	way	 to	mitigate	 such	events	 is	 to
first	 rediscover	 the	 true	 history	 of	 humanity,	 punctuated	 as	 it	 is	 by
dramatic	cometary	encounters,	and	the	main	cause	of	these	cataclysms
that	 have	 repeatedly	 befallen	 humanity.	 That	 main	 cause	 is	 the
‘psychopath-ization’	 of	 the	 human	 population.	 Unless	 we	 do	 so:
‘Those	who	do	not	learn	from	history	are	doomed	to	repeat	it’.	Once
we	 have	 learned	 from	 history	 and	 we	 know	 about	 cyclical
catastrophes	and	the	human-cosmic	connection,	the	next	step,	for	any
purported	rational	race	of	beings,	should	be	to	avoid	repeating	history.
	
That	 is	 where	 every	 one	 of	 us	 carries	 a	 great	 responsibility.

Obviously,	 the	 psychopathic	 elites	 won’t	 change.	 Because	 of	 their
very	 nature,	 they	 can	 only	 pursue	 power,	 greed	 and	wealth	without
seeing	 the	 disastrous	 consequences	 of	 their	 deeds.	 Only	 people	 of
conscience	can	change	and	begin	the	laborious	work	of	becoming	able
to	see	reality	as	it	is,	acknowledge	the	lies,	and	free	themselves	from
the	illusion	that	pervades	the	reality	the	elites	have	created.

	
The	key	 point	 seems	 to	 be	 to	 see	 the	world	 as	 it	 is.	An	 objective

assessment	 of	 reality	 is	 the	 best	 way	 to	 send	 a	 truth	 signal	 to	 the
Cosmic	 Information	 Field.	 This	 assessment	 includes	 not	 only	 the
world	that	surrounds	us,	but	also	what’s	going	on	within	us:	sure	we
are	told	many	lies,	but	we	also	tell	many	lies	to	ourselves.
	
If	 the	 human-cosmic	 connection	 is	 valid,	 all	 data	 should	 be

inspected	carefully	before	we	consider	it	as	true	or	false.	This	applies
to	 every	 piece	 of	 information,	 including	 the	 content	 of	 this	 book.	 It
certainly	 offers	 a	 more	 objective	 assessment	 of	 reality	 than	 the



mechanistic	uniformitarian	paradigm	hammered	 into	us	by	 the	 elites
and	their	minions.	However,	 it	does	not	mean	everything	is	 true.	So,
check	the	sources,	read	other	material,	think,	compare,	discern,	share
information	 with	 collinear	 people,	 and	 finally	 build	 your	 own
assessment	of	reality,	as	objectively	as	possible.

	
In	this	quest,	several	psychological	obstacles	stand	between	us	and

the	Truth.	We	are	hardwired	for	‘sheepdom’	by	way	of	the	Stockholm
Syndrome,	 a	 term	 coined	 in	 the	 early	 70’s	 to	 describe	 the	 puzzling
reactions	of	four	bank	employees	to	their	captors.
	
On	August	23,	1973,	three	women	and	one	man	were	taken	hostage

in	one	of	the	largest	banks	in	Stockholm.	They	were	held	for	six	days
by	 two	ex-convicts	who	 threatened	 their	 lives	but	also	 showed	 them
kindness.	To	the	world’s	surprise,	all	of	the	hostages	strongly	resisted
the	 government’s	 efforts	 to	 rescue	 them	 and	 were	 quite	 eager	 to
defend	 their	 captors.	 [993]	 Indeed,	 several	 months	 after	 the	 hostages
were	 saved	 by	 the	 police,	 they	 still	 had	warm	 feelings	 for	 the	men
who	threatened	their	lives.	Two	of	the	women	eventually	got	engaged
to	the	captors.
	

Figure	267:	For	five	days,	the	hostages	were	held	in	the	vault	of

the	bank	in	Stockholm,	Sweden.	(©	AFP)

	



Psychologist	 Dee	 Graham	 has	 theorized	 that	 the	 Stockholm
Syndrome	 occurs	 on	 a	 societal	 level.	 [994]	 As	 victims	 of	 Societal
Stockholm	 Syndrome,	 we	 are	 encouraged	 to	 develop	 psychological
characteristics	 pleasing	 to	 the	 system.	 These	 include:	 dependency,
lack	of	 initiative,	 inability	 to	act,	decide,	 think;	strategies	for	staying
alive,	 denial,	 attentiveness	 to	 the	 system’s	 demands,	 wants,	 and
expressions	of	approval	of	the	system	itself.	We	are	taught	to	develop
fondness	 for	 the	 system	 accompanied	 by	 fear	 of	 interference	 on	 the
part	of	anyone	who	challenges	the	system’s	perspective.

	
Most	of	all,	we	are	conditioned	to	be	overwhelmingly	grateful	to	the

system	for	giving	us	life.	We	focus	on	the	system’s	kindnesses,	not	on
its	acts	of	brutality.	Denial	of	terror	and	anger,	and	the	perception	of
the	 system	 as	 omnipotent	 keep	 us	 psychologically	 attached	 to	 the
System.	 High	 anxiety	 functions	 to	 keep	 us	 from	 seeing	 available
options.	Victims	have	to	concentrate	on	survival,	requiring	avoidance
of	direct,	honest	reaction	to	destructive	treatment.
	
We	are	also	naturally	affected	by	the	Normalcy	Bias,	which	causes

our	brains	to	assume	that	things	will	be	predictable	and	normal	all	the
time.	 Instead	 of	 springing	 to	 action	 when	 something	 unexpected
happens,	our	brain	kind	of	‘shrugs’	and	figures	that	what	is	going	on
cannot	be	so	bad,	because	truly	bad	events	are	so	out	of	the	ordinary,
and	they	only	happen	to	‘other	people’:
	

Normalcy	bias	manifested	itself	 in	dramatic	fashion	during	a	plane
collision	in	1977	that	killed	583	people	—	the	worst	aircraft	disaster	in
history.	 Two	 747	 jumbo	 jets	 collided	 with	 each	 other	 over	 Tenerife
airport.	 After	 the	 collision,	 one	 jet	 fell	 to	 the	 ground	 and	 exploded,
killing	all	248	passengers	on	board.

	
The	other	jet	crash-landed,	but	didn’t	explode.	The	collision	sheared

away	 the	 top	 of	 the	 jet	 and	 flames	 began	 to	 take	 over	 the	 aircraft.
Passengers	 who	 survived	 the	 initial	 collision	 could	 have	 escaped
unharmed,	 but	 they	 had	 to	 act	 fast.	 Paul	 Heck,	 a	 passenger	 on	 the



burning	plane	sprang	to	action.	He	unbuckled	his	seatbelt,	grabbed	his
wife’s	hand,	and	hightailed	it	to	the	nearest	exit.	They,	along	with	68
other	passengers,	survived,	while	328	died.

	
In	an	interview	after	the	disaster,	Mr.	Heck	noted	how	most	people

just	 sat	 in	 their	 seats	 acting	 like	 everything	 was	 fine	 even	 after
colliding	 with	 another	 plane	 and	 seeing	 the	 cabin	 fill	 with	 smoke.
Researchers	believe	that	passengers	had	a	little	over	a	minute	to	escape
before	being	consumed	by	the	flames,	and	are	convinced	that	if	more
people	had	taken	immediate	action	instead	of	remaining	in	their	seats
pretending	 like	 things	were	 okay,	 the	 survival	 rate	would	 have	 been
much,	much	higher.	[995]

	

Figure	268:	Photo	of	the	Tenerife	crash	shot	a	few	minutes	after

the	disaster.

	
We	 are	 the	 passengers	 of	 that	 747	 Jumbo	 Jet,	 and	 the	 plane	 is	 in

flames,	 the	 explosion	 is	 imminent.	 Are	 we	 going	 to	 normalize	 the
event	and	sit	down	quietly	believing	the	reassuring	messages	from	the
captain?	 Or,	 are	 we	 going	 to	 open	 our	 eyes,	 assess	 the	 situation
objectively,	and	take	appropriate	measures?
	
Are	we	going	to	wake	up	to	and	throw	off	our	collective	Stockholm

Syndrome?	Will	we	 stop	denying	our	 anger?	Will	we	overcome	our
fears?	Will	we	cease	seeking	approval	from	the	system?	Will	we	stop
believing	the	illusion	of	our	‘great	democracies’?



	
Will	we	reclaim	our	freedom?	Will	we	start	thinking,	deciding,	and

acting	by	ourselves?	Will	we	open	our	eyes	to	the	gigantic	lies	we	are
fed	daily?
	
At	this	point	 in	 the	Dynastic	cycle,	our	only	hope	is	 the	Truth.	To

seek,	 find	 and	 embrace	 the	 Truth.	 The	 Truth	 about	 our	 history,	 the
Truth	about	our	‘elite’,	the	Truth	about	ourselves.	And	the	Truth,	only
the	Truth,	shall	set	us	free.
	



Footnotes
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[994]:	Dee	Graham	has	expanded	on	her	theories	in	Loving	to	Survive:	Sexual	Terror,	Men’s	Violence,
and	Women’s	Lives
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