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Seismic tomographic models based solely on wave velocities have limited ability to distin-4

guish between a thermal or compositional origin for Earth’s 3D structure1. Complementing5

wave velocities with attenuation observations can make that distinction, which is fundamen-6

tal for understanding mantle convection evolution. However, current global 3D attenuation7

models are only available for the upper mantle2–4. Here, we present a 3D global model of8

attenuation for the whole mantle made using whole Earth oscillations. In the upper mantle,9

we find high attenuation in low velocity regions, suggesting a thermal origin for spread-10

ing ridges, agreeing with previous studies5. In the lower mantle, we find the opposite, and11

observe the highest attenuation in the ‘ring around the Pacific’, which is seismically fast,12

and the lowest attenuation in the large low-seismic-velocity provinces (LLSVPs). Compar-13

ing our model to wave-speeds and attenuation predicted by a laboratory-based viscoelastic14

model5 suggests that the circum-Pacific is a colder and small grain-size region, surround-15

ing the warmer and large grain-size LLSVPs. Grain-size is proportional to viscosity in16

diffusion creep, implying that the LLSVPs are long-lived stable features6.17
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Mantle convection is manifested at the Earth’s surface through tectonic phenomena, such as volcanic erup-18

tions and earthquakes. However, to understand the driving forces of mantle convection we need to map19

the physical properties of the Earth’s interior. Seismic tomography has been key in unraveling Earth’s in-20

ternal wave-speed structure. Unfortunately, seismic tomographic models based only on wave speeds have21

limited ability to distinguish between a thermal or compositional origin for Earth’s 3D structure variations,22

since temperature and bulk composition variations often change compressional and shear-wave speed with23

the same ratio1. The two most dominant features in tomographic shear-wave velocity (vs) models are the24

large low-seismic-velocity provinces (LLSVPs) located in the lower mantle beneath Africa and the Pacific.25

The LLSVPs enfold roughly a quarter of the core-mantle boundary (CMB) region and vertically extend up26

to 1,200 km above the CMB7.27

The enduring question regarding these large features is if they are only thermal, i.e. their lower wave-28

speed is due to a higher temperature, or if they contain a different composition such as in increase in iron29

content8, 9. The nature of the LLSVPs is fundamental for understanding mantle convection evolution, because30

a purely thermal anomaly will be short-lived10 while compositional anomalies can form mantle ‘anchors’,31

influencing the pattern of mantle convection over long periods of time11. We need additional constraints to32

solve this question and here we show that attenuation (Q−1
µ ), which is the intrinsic loss of shear energy as33

waves travel through the Earth, may provide a new insight on the nature of the LLSVPs5. Attenuation is34

sensitive to temperature, partial melt, grain-size and, under oxidised conditions, water12, while it remains35

invariant to bulk composition13.36

The few attenuation models currently available have mainly been made using surface waves. These stud-37

ies focus on the upper mantle and show similarity in the upper 200 km of the mantle, where high attenuation38

has been found beneath spreading ridges and back-arcs, and low attenuation in shield regions2–4, 14. Con-39

straints on global lower-mantle attenuation have been limited to three body wave studies15–17. The earliest40

study reported a stable degree-two pattern in the lowermost mantle, with highly attenuating LLSVPs in a pre-41

liminary inversion for horizontally polarised shear-waves15; one of two recent studies identified a region in42

northeast Asia with anomalously high attenuation and a slight decrease in velocity, which was interpreted as43

a subducting slab transporting water into the lower mantle16; while the other showed that the Pacific LLSVP44
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was on average more highly attenuating than its surrounding mantle 420 km above the CMB17.45

Studying attenuation is a challenging task, since it needs corrections for focussing and scattering, which46

are due to redistribution of energy and not due to intrinsic energy loss. Such corrections are difficult for body47

wave15–17 and surface wave studies2–4 and often involve approximations or extensive numerical calculations.48

Normal mode observations49

Here, we use whole Earth oscillations or normal modes to measure 3D variations in mantle attenuation.50

Normal modes allow us to include focussing and scattering without the need for approximations. This is51

achieved by measuring 3D variations in wave-speed and attenuation jointly, to include focussing effects, and52

due to the large wavelengths of the standing waves, which do not scatter off small-scale structure. We invert53

normal mode spectra to measure splitting functions, which are depth-averaged models of how one particular54

mode ‘sees’ the Earth. Most often only the elastic coefficients of the splitting functions are measured, which55

provides information on variations in wave-speed and density18. Here, we extend this to also include the56

anelastic coefficients of the splitting function19, 20, which depend on attenuation, and apply this to spheroidal57

modes nSl, where n is the overtone number and l is the angular order. Interpreting 3D mantle structure58

directly from splitting functions is not straightforward, given that they are integrated depth averages which59

need to be analysed together with their depth sensitivity kernels. However, splitting functions can give us a60

hint of what we can expect in a 3D model.61

For example, our elastic splitting function of upper-mantle mode 2S12 shows negative frequency anoma-62

lies along mid-oceanic spreading ridges (Fig. 1a). This is in agreement with predictions from mantle velocity63

model SP12RTS21, and suggests that negative frequency anomalies in ridges are mainly due to low velocity64

(Fig. 1b). Conversely, our anelastic splitting function shows positive frequency anomalies, or high attenua-65

tion, along ridges (Fig. 1c), in agreement with upper-mantle 3D attenuation model QRFSI123 (Fig. 1d).66

Meanwhile, the elastic splitting function of lower-mantle mode 1S9 shows negative frequency anomalies67

in the areas associated with the LLSVPs, which in turn are surrounded by positive frequency anomalies68

(Fig. 2a). The latter is the characteristic ‘ring around the Pacific’ structure which dominates lower mantle69
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Figure 1: Splitting function maps for upper-mantle mode 2S12. The splitting functions are plotted up

to their maximum structural degree smax, together with its sensitivity kernels for vs and Q−1
µ (red lines), vp

and Q−1
κ (black lines) and ρ (grey line). (a) Elastic measurements compared to (b) the elastic predictions for

velocity mantle model SP12RTS21 together with crustal model CRUST5.1; and (c) anelastic measurements

compared to (d) the anelastic predictions for the upper-mantle model QRFSI123. Tectonic plate boundaries

are included for comparison.
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Figure 2: Splitting function maps for lower-mantle mode 1S9. The -0.1% vs outline of the tomographic

model SP12RTS21 at 2,850 km, which contours the LLSVPs, is included for comparison. See the caption of

Fig. 1 for explanation.

elastic seismic structure and is also shown by SP12RTS (Fig. 2b). In contrast to the upper mantle, the70

anelastic splitting function shows negative frequency (low attenuation) anomalies in regions associated with71

low-velocity, i.e. the LLSVPs, and positive anomalies (high attenuation) in regions associated with high-72

velocity, i.e. the ‘ring around the Pacific’ (Fig. 2c).73
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Figure 3: Comparison between our 3D vs model and 3D Q−1

µ model. For the upper mantle (a), the tectonic

plate boundaries and the 3D upper mantle attenuation models QRLW82 and QRFSI123 are plotted. For the

mid and lower mantle (b, c), the -0.1% vs outline of the LLSVPs for tomographic model SP12RTS21 at

2,850 km is included. A whole mantle cross-section for Africa (d) is shown for our 3D vs and 3D Q−1
µ model.

All models are plotted using even-degree structure for s = 2, 4. Our vs model is plotted in percentage, and

all attenuation models are plotted in terms of δQ−1
µ × 103, which is presented as perturbation value and in

percentage (with respect to PREM), together with the peak-to-peak value at each depth.

3D mantle attenuation model74

Normal mode splitting functions are linearly dependent on heterogeneous structure and can be easily incor-75

porated into a tomographic model. We measured 14 anelastic splitting functions (0S5-0S7, 1S4-1S10, 2S4-2S6,76

2S12, 2S13 and 3S9 in Extended Data Figs. 1-2) and use those to built a 3D global model of attenuation (Q−1
µ )77

for the whole mantle. The model has even spherical harmonic degrees up to degree-four structure and three78
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b-splines for the depth parametrization (Extended Data Fig. 3a). For comparison purposes, we have also79

constructed a 3D shear-velocity (vs) model using the same spheroidal modes and model parametrization.80

In the upper mantle, the model shows high attenuation in the low velocity spreading ridges (Fig. 3a),81

agreeing with previous upper mantle models2, 3 and confirming what we already saw in the upper-mantle82

sensitive splitting functions (Fig. 1). In back-arc regions, the models show high attenuation and high velocities83

instead. However, because of the known large lateral and depth velocity variations in these areas, higher84

spatial resolution is needed to further interpret this behaviour. In the mid and lower mantle, our 3D Q−1
µ85

model shows the highest attenuation in the circum-Pacific region (Fig. 3b-c), which is thought to be the86

‘graveyard’ of subducted slabs, and not in the LLSVPs. Just like previous models, the vs structure in our87

model has a dominant degree-two signal, which is still visible even when including larger structural degrees.88

Our 3D Q−1
µ model, on the other hand, shows more regional variations than vs. As a consequence, in the89

3D Q−1
µ model, parts of the LLSVPs have low attenuation, but some other parts, especially the edges, have90

higher attenuation.91

Because the correlation between 3D vs and 3D Q−1
µ changes in our model from the upper to the lower92

mantle, we performed a number of synthetic tests and found that this change in behaviour is indeed required93

by the data and can be recovered in our synthetic modelling (see Method and Extended Data Fig. 7d-e). We94

also tested if we would be able to recover the presence of a distinct ∼400 km layer located at the bottom of the95

lower mantle, which was not possible (Extended Data Fig. 7d-e). This implies that with our current dataset96

and parametrization we cannot resolve fine-scale attenuation structure in the lowermost mantle, especially97

when this structure differs from the rest of the lower mantle. This might be the reason our model differs from98

previous body wave attenuation studies, which are dominantly sensitive to the lowermost mantle15–17.99

Mineral physics interpretation100

To understand the physical origin of the structures in our seismic model, we compare our results with101

the wave-speeds and attenuation predicted by the laboratory-based viscoelastic ‘Extended Burgers Model’102

(EBM)5. The EBM provides vs and Q−1
µ predictions as a function of grain-size and temperature for a given103
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Figure 4: Relationship between vs and Q−1
µ . Modelling performed with the EBM5 by varying tempera-

ture T (K) and grain-size d (m) and the parameters listed in Extended Data Table 2. The potential temperature

Tp associated to each T and its corresponding adiabat is listed. The upper mantle behaviour (a) is shown at

2.7 mHz and 310 km, and the lower mantle (b) is shown at 2 mHz and 2,400 km. The inset figure in (B)

shows an schematic describing the expected behaviour between LLSVPs and slabs.

period and depth in the Earth’s mantle (Fig. 4). These predictions were calculated using previously con-104

strained thermodynamic and rheological parameters (see Methods and Extended Data Table 2), and show that105

increasing temperature or decreasing grain-size lowers vs and increases attenuation5. In the upper mantle,106

our models shows high attenuation and low velocities in ridges, and low attenuation and high velocity in107

cratons (Figs. 3a, 3d). Thus, our attenuation model indicates that upper-mantle large scale anomalies have a108

predominantly thermal origin (Fig. 4a).109

There is limited information on anelastic properties of lower-mantle minerals. Experimental attenuation110

studies on MgO22, 23 and perovskite analogues at low pressure24 find that they show similar frequency, tem-111

perature and grain-size sensitivity as olivine. This means that an increase in temperature or the presence of112

partial melt25, 26 are expected to lead to low velocity in combination with high attenuation5, which is not what113

we observe.114

Deeper in the lower mantle, bridgmanite may transform to post-perovskite27, 28. Estimates of the depth115
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range of this phase transition have large uncertainties, varying between ∼440 km (113 GPa) above the CMB116

and ∼80 km (144 GPa) below the CMB29. Post-perovskite is most likely present in colder areas and has117

been shown to be potentially highly attenuating30. However, we cannot resolve the bottom 400 km of the118

lower mantle with confidence (Extended Data Fig. 7d-e), which means the presence of post-perovskite is also119

unlikely to explain our observations. This implies that the LLSVPs require variations in another physical120

property.121

Comparing our 3D attenuation model to the wave-speeds and attenuation predicted by the EBM shows122

that variations in both grain size and temperature are very consistent with our lower mantle attenuation ob-123

servations. Subducting slabs are expected to reset their grain-size in the transition zone due to the phase124

transformation across the 660 km discontinuity31, with little grain growth at the cold temperatures of slabs in125

the lower mantle6. Thus, the higher attenuation seen in the slab regions can be explained by a small grain-126

size in combination with cold temperatures, while the lower attenuation in the LLSVPs can be explained by a127

large grain-size in combination with high temperatures (Fig. 4b). This is reasonable since, kinetically, higher128

temperatures lead to faster grain-growth rates and larger grain-sizes31. For example, the EBM (Fig. 4b) shows129

that a hotter temperature (2,779 K) and coarser-grain-size (1 × 10−2 m) makes the LLSVPs less attenuating130

(Q−1
µ ×103∼2.3) and slower (vs∼6.84 km/s), than a relatively colder (2,291 K) and finer-grained (1×10−5 m)131

slab (Q−1
µ × 103∼7.7, vs∼6.9 km/s). Following this assumption, the EBM predicts lateral variations in grain-132

size from one up to three orders of magnitude, together with temperature differences of 450-500 K between133

the LLSVPs and the circum-Pacific. The former agrees with previous numerical modelling studies6, 32, which134

suggest that grain sizes may vary laterally by one order6 or two orders32 of magnitude in the lower mantle.135

The temperature differences agree with Deschamps et al.33, who inferred that the LLSVPs require an increase136

in temperature of 400-700 K (Fig. 4b).137

Geodynamical implications138

Our 3D mantle attenuation model and its physical interpretation are consistent with geodynamical models139

arguing that cold slabs are expected to have small grain sizes in the lower mantle, while hot LLSVPs could140
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potentially be large grain-size provinces6. This comes as a result of grain sizes in the lower mantle being con-141

trolled by the residence time and temperature of the material6. Grain size is related to viscosity in diffusion142

creep, which would mean that the larger grain LLSVPs have larger viscosity making them long-lived stable143

features11, while the ‘graveyard’ of slabs would have a lower viscosity making them shorter lived. Further-144

more, if the grain size is large enough for dislocation creep to occur, the calculated viscosity would likely be145

even higher34. This idea is further reinforced by recent laboratory experiments, which show that grain growth146

at lower mantle conditions is indeed significantly faster than previously predicted31. At topmost lower mantle147

conditions (2,000 K, 27 GPa), the ambient mantle will take 1 Gyr to reach a grain size of ∼1×10−4 m, while148

subducted slabs will have grains an order of magnitude smaller31. This means hotter material in the LLSVPs149

would have a faster growth rate together with an inferred long residence time in the lower mantle, leading to a150

significantly larger grain size. Our findings are also consistent with the prediction that LLSVPs are enriched151

in bridgmanite23, 33, which would be less attenuating. At the same time, bridgmanite enrichment results in152

faster grain growth with respect to the surrounding slabs relatively enriched in ferropericlase, even when at153

the same temperature and residence time.154

Recently, bridgmanite-enriched ancient mantle structures (BEAMS)35 have been proposed as an alterna-155

tive hypothesis to explain the driving forces of mantle convection. In geodynamics models, BEAMS manifest156

in the mid mantle (1,000-2,000 km) and may overlay the LLSVPs and constrain their shape36. So far, BEAMS157

have not been directly observed in tomographic models. However, they are also consistent with large grain-158

sizes and a long residence time in the lower mantle. This mean that alternatively, the large size of the BEAMs159

could dominate the lower mantle signal of our 3D attenuation model and be the source of the low attenuation160

above the LLSVPs.161

Overall, whether the LLSVPs or BEAMS are the main source of the low attenuation, having LLSVPs that162

are coarse grained regions, with consequent high viscosity6, is a prerequisite for their stability and longevity,163

which can be further stabilized by a dense chemical component at the base of the lower mantle7–9.164
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Methods254

Normal Modes255

Normal modes are standing waves along the surface and the radius of a planet. We focus on measuring256

spheroidal modes nSl, which involve P-SV wave motion, where n is the overtone number and l is the angular257

order. Modes with n = 0 are called fundamentals, and modes with n > 0 are called overtones. Each258

normal mode is a multiplet consisting of 2l + 1 singlets. In a spherical, non-rotating, elastic, isotropic259

Earth the 2l + 1 singlets are degenerate, meaning they all have the same frequency ω0. This degeneracy is260

removed by the effects of rotation, ellipticity, anisotropy and lateral heterogeneities, which we call splitting.261

We calculate splitting through perturbation theory37–39. Here, we do this calculation using the self-coupling262

approximation, where modes are treated as isolated; and the group-coupling approximation, which includes263

the cross-coupling or resonance between two or more modes close in frequency, which is used to measured264

two mode pairs (i.e. 1S5-2S4, 1S6-2S5).265

Splitting functions266

Splitting functions fully describe the splitting of modes due to lateral heterogeneity in velocity, density and267

attenuation. In general, for a given mode, the complex splitting function coefficients σst are defined as268

σst = cst + idst (1)

where s is the angular order and t the azimuthal order of the Earth’s structure. The real part cst describes269

the elastic structure, depending linearly on heterogeneous velocity and density structure. The elastic splitting270

function coefficients cst are written as271

cst =
∫ a

0
δmst(r) ·Ks(r) dr +

∑

d

δhd
st H

d
s (2)

where the integral is calculated over a, the radius of the Earth. Ks(r) and Hd
s are known kernels39; δmst272

are the coefficients of the Earth’s structure (compressional and shear wave velocity vp, vs, which can be273

anisotropic, and density ρ) and δhd
st are the coefficients of discontinuity topography.274
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The imaginary part dst describes the anelastic structure, depending linearly on heterogeneous bulk and275

shear attenuation. The anelastic splitting function coefficients dst are written as276

dst =
1

2
ω−2
0

∫ a

0

(

µ0 δQ
−1
µ(st) K

Q−1

µ

s (r) + κ0 δQ
−1
κ(st) K

Q−1

κ (kk′)
s (r)

)

r2dr (3)

where K
Q−1

µ
s (r) is again a known kernel39; δQ−1

µ(st) are the shear attenuation structure coefficients; and µ is277

the shear modulus (rigidity). Here, we consider 3D bulk (incompressibility) attenuation structure negligible.278

Splitting functions are depth-averaged models of how one particular mode ‘sees’ the Earth. They show279

where locally the frequency of a mode is slightly higher or lower than its center frequency40. They can be280

visualised in a map F (θ, φ), comparable to phase-velocity maps used in surface wave analysis281

F (θ, φ) =
2l
∑

s=2

s
∑

t=−s

Y t
s (θ, φ) σst (4)

The splitting function coefficients are used to calculate the splitting matrix, which together with the effects282

of the 1D reference model41, ellipticity and rotation allow us to calculate synthetic spectra. These synthetic283

spectra are then used to measure splitting functions from the spectra of real large earthquakes18. Because of284

the non-linear dependence of the synthetic seismograms on cst and dst, this process is iterative, which means285

that we need to calculate the derivatives of the synthetic spectra with respect to cst and dst in each iteration.286

To perform this inversion, we use use the damped iterated least-squares method42, which in combination with287

the forward problem setup described is referred to in the literature as iterative spectral fitting43. Here, we288

follow the same methodology and misfit calculation as previous work18, 20.289

Seismic data290

We use a previously published earthquake catalogue18, and added 14 additional large earthquakes that oc-291

curred between 2012 and 201844. Horizontal component data was also added to the catalogue45, which292

previously only contained vertical component data. The extended catalogue now consists of 107 earthquakes293

with magnitude Mw > 7.4 which occurred in the period from 1975 to 2018, providing us with an average294

increase of 24% in the number of spectra per mode. The 2004 Sumatra earthquake was excluded from our295

measurements and tests given its complicated source and associated uncertainties.296
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Elastic and anelastic splitting function measurements297

Based on the relationship between 3D attenuation upper-mantle model QRFSI123 and 3D vs mantle model298

S20RTS46, we expect that the anelastic splitting function coefficients dst measured from real data will be on299

average around 10 times smaller than the elastic splitting function coefficients cst
44. Because of this, we first300

measure the larger cst coefficients on their own and apply the same damping to all coefficients. In the second301

step of the measurement process, we use these cst measurements as our starting model, and then measure cst302

and dst coefficients simultaneously, while starting all dst measurements from PREM41, and again apply the303

same damping to all coefficients. This approach was tested using synthetic data, where we confirmed that,304

even in the synthetic case, the dst coefficients can only be recovered when the cst coefficients were measured305

first and later used as a starting model in a joint cst and dst inversion. We select the optimal damping value306

by evaluating the misfit, the squared model size and the effective number of independent model parameters307

as a function of iteration and damping.308

Furthermore, to avoid aliasing, all cst measurements for a given mode nSl were done up to their highest309

possible structural degree (smax = 2l). The dst coefficients of modes with 2l ≤ 12 were also measured up310

to their highest possible structural degree (smax = 2l). However, modes with 2l > 12 were measured to a311

lower structural degree (smax = 12). For these modes not enough data is available to measure both cst and312

dst coefficients up to their highest structural degree. For example, the cst coefficients of mode 2S12 were313

measured up to smax = 24, while its dst coefficients were measured up to smax = 12. Mode pairs 1S6-2S5314

and 1S5-2S4 were measured in group-coupling using the same frequency window for both modes. For these315

modes, the self-coupling splitting functions are measured using the same procedure described above. The316

elastic cross-coupling was measured up to its highest possible structural degree, while the anelastic cross-317

coupling was not measured.318

We measured anelastic splitting function coefficients for 12 spheroidal modes in self-coupling, and two319

spheroidal mode pairs in group-coupling (Extended Data Table 1 and Fig. 1). All the elastic splitting functions320

are dominated by vs mantle sensitivity, while the anelastic functions are dominated by Q−1
µ mantle sensitivity321

(Extended Data Fig. 2). When comparing the misfit of our 3D elastic measurement inversion to the misfit of322
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our combined 3D elastic and anelastic inversion (Extended Data Table 1), we find a statistically significant323

but relatively small misfit reduction (∼3%) when the anelastic splitting function is included compared to324

only including the elastic spitting function. This is especially evident when comparing our results to the325

larger misfit reductions (∼13%) found in similar measurements for inner core sensitive modes20. However,326

we argue that the reason for our low misfit reduction, when compared to similar measurements of inner core327

sensitive modes, is that 3D anelasticity has a much stronger effect on inner core sensitive modes than on328

mantle sensitive modes44.329

Model predictions330

We compare our measured splitting functions to predictions computed for existing tomographic models.331

For the elastic case, we use the compressional and shear wave velocity model SP12RTS21, with a scaling332

of the form δρ/ρ = 0.3 δvs/vs; and the shear wave velocity model S20RTS46, with a scaling of the form333

δvp/vp = 0.5 δvs/vs and δρ/ρ = 0.3 δvs/vs. We perform elastic crustal corrections using model CRUST5.147.334

For the anelastic case, we use the upper-mantle 3D shear attenuation models QRLW82 and QRFSI123.335

To perform robustness tests, we use a synthetic global 3D Q−1
µ mantle model, by applying the scaling336

δQ−1
µ = Rq δvs/vs to the 3D vs model S20RTS44. We use Rq = −0.2, which we calculated based on the337

average relationship between the 3D Q−1
µ variations in model QRFSI12 and the 3D vs variations in models338

S20RTS, S362ANI+M48, and SEMum249. In our synthetic tests, this Rq value was later extrapolated either339

to the whole mantle, generating a 3D Q−1
µ synthetic model completely anti-correlated to vs, or its absolute340

value was extrapolated with different polarities in the upper or lower mantle, e.g. Rq = −0.2 for 24-670 km,341

Rq = +0.2 for 670-2,491 km and Rq = −0.2 for 2,491-2,891 km. In all tests, we were able to recover the342

input synthetic structure (see Supplementary Information).343

3D attenuation model344

Elastic splitting functions are linearly dependent on heterogeneous velocity structure, while anelastic splitting345

functions are linearly dependent on heterogeneous attenuation structure (Eqs. 2-3). This linear dependence346

means splitting functions can be easily incorporated in tomographic modelling inversions21, 46, 48, 50. We take347

16



advantage of this, and create global tomographic models of 3D shear velocity and 3D shear attenuation using348

our elastic and anelastic splitting function observations respectively (Extended Data Table 1) in a damped349

least squares inversion42.350

Parametrization351

We use cubic b-splines radially51 (Extended Data Fig. 3a) and spherical harmonics coefficients laterally21, 46
352

to parameterize our mantle models. We also experimented with an alternative radial parametrization using353

boxcars to further confirm our model results (Extended Data Fig. 3b). Because of the limited amount of man-354

tle anelastic splitting function observations (Extended Data Table 1), we apply a coarse depth and spherical355

harmonic parametrization. We use 3 b-splines or 3 boxcars radially, and we invert our model only for even356

degree spherical harmonics up to degree four.357

In order to evaluate our depth parametrization, we performed inversions using both a b-spline and boxcar358

parametrizations. Both of them yielded similar results, however the b-spline depth parametrization provided359

lower misfits and smoother models, and here we present only our models results using this parametrization.360

Crustal corrections361

Before the model inversion, we do crustal corrections to our elastic splitting function observations using362

crustal model CRUST5.147. But, we do not perform anelastic crustal corrections on our anelastic splitting363

function observations. However, based on the previous analysis4, 52, we do not expect the anelastic crustal364

corrections to significantly affect our final 3D Q−1
µ model. In addition, the observed upper-mantle modes do365

not have their peak sensitivities at crustal depths.366

Inversion method, weighting and model predictions367

To obtain the models we calculate the derivatives of our elastic splitting function coefficients cst with respect368

to the elastic structure model parameters mst (δvs/vs in our case), and the derivatives of our anelastic splitting369

function coefficients dst with respect to the shear attenuation structure model parameters Q−1
µ(st). Because this370

is a linear problem, this process is not iterative and the partial derivatives are the same as the kernels in371

Eqs. 2-3:372
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∂cst
∂mst

= Kvs
s (r) (5)

∂dst
∂Q−1

µ(st)

=
µ0

2ω0

KQ−1

µ

s (r) (6)

We follow the same methodology, weighting strategy (by the coefficient uncertainties) and misfit of the373

second step of the two-step inversion of a previous study53, which again uses the damped iterated least-374

squares method42 to solve the inverse problem. We also performed inversions with un-weighted coefficients375

that provided similar models, but with higher misfits to the observations.376

By analysing the sensitivity kernels of our observed modes, we consider the mid mantle (∼ 670-1,900 km)377

to be the least constrained region in our anelastic measurements44. For this reason, we apply an order of mag-378

nitude higher damping in the mid-mantle spline than in the upper or lower-mantle splines (Extended Data Fig. 3a).379

We also performed inversions where the same damping was applied to all splines. These inversions again pro-380

vided similar models, but with higher misfits to the observations.381

To select the best model, we analyse the L-curve of the models resulting from a large range of damp-382

ing parameters, which shows the variance reduction (misfit) against the model size (
∑smax

s=0

∑s
t=−s m

2
st) (Ex-383

tended Data Fig. 4a). In order to maximize the variance reduction and minimize the model size, while384

avoiding filling the null space of the model, the selected optimum damping for our final model lies near the385

‘kink’ of the L-curve (Extended Data Fig. 4a).386

To further investigate the fit of the 3D Q−1
µ model to the input data, we compare our measured anelastic387

splitting function observations to the predictions of our final attenuation model. We find that our 3D Q−1
µ388

model indeed sufficiently predicts all of our anelastic splitting function coefficients (Extended Data Fig. 5).389

Sensitivity and long-wavelength structure390

The data sensitivity for the kth spline of the model is defined using a horizontal average21, 53, 54. The model391

sensitivity is dominated by our upper-mantle modes, however we still have significant sensitivity for the lower392

mantle (Extended Data Fig. 4b). We also analized the long-wavelength spectral content of our 3D Q−1
µ and393

vs models (Extended Data Fig. 6). These results show that degree-two structure dominates both the upper394
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and lower mantle structure of our model, while degree-four structure has greater spectral content in the upper395

mantle.396

Synthetic tests397

We used a synthetic model to test the spatial resolution of our 3D Q−1
µ model in the lower mantle. The398

synthetic model contained the same change in behaviour in mantle attenuation at the transition zone that we399

see in our real model, meaning we set Rq = −0.2 from 24-670 km and Rq = +0.2 from 670-2,491 km. We400

were able to recover this change in correlation at the transition zone using our method (Extended Data Fig. 7a-401

c). The model also contained a distinct layer located at the bottom ∼400 km of the mantle (Rq = −0.2 from402

2,491-2,891 km), which we were unable to recover (Extended Data Fig. 7d-e). This implies that with our403

current data-set and parametrization we cannot retrieve attenuation structure in the lowermost mantle when404

this structure differs from the rest of the lower mantle.405

Although we are not able to recover a thin distinct layer at the bottom of the lower mantle, we do measure406

its influence in the recovered model. The recovered LLSVP structure experiences a shift with respect to the407

input, and also begins to split into two separate blobs (Extended Data Fig. 7c-d). This comes as a consequence408

of the distinct layer introduced in the synthetic model, and we observe a similar behaviour in our 3D Q−1
µ409

model (Extended Data Fig. 7d). This may explain why our model differs from previous attenuation studies410

based on body waves15–17, who observed high attenuation in the lowermost mantle, i.e. that our model has411

both a low depth resolution and low sensitivity to thin attenuation structures in the D” region.412

Extended Burgers Model (EBM)413

In order to model the behaviour of attenuation of mantle minerals as a result of different mechanisms and as a414

function of temperature, grain-size and seismic period, we use the Extended Burgers Model (EBM)5, 55. The415

EBM, which incorporates the instantaneous elastic response, two different types of anelastic behaviour, and416

Newtonian viscous deformation, was constructed by fitting experimental data for polycrystalline olivine using417

a large range of grain sizes (3-165 µm), high temperatures (800-1200◦C) and seismic periods (1-1000 s).418

The parameters used in this study are listed in Extended Data Table 2 and are based in previously reported419
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values6, 56. The frequency dependence of Q−1
µ using Extended Data Table 2 follows the same behaviour as an-420

other recent study56 (Extended Data Fig. 8). The elastic wave-speeds are calculated using Perple X57 with the421

equation of state and mineral elastic parameters given in previous studies58, 59 using pyrolite composition60, 61.422

For the lower mantle, calculations were done at 108 GPa, which is similar to 2,400 km depth. For the423

upper mantle, calculations were done at 10.2 GPa, which is similar to 310 km depth. The range of temper-424

atures plotted in Fig. 4 (1,985 to 2,851 K for the lower mantle) is based on a compilation of geotherms62,425

and adiabats63. Pyrolite adiabats were calculated again using Perple X, where we extract constant entropy426

contours for a given potential temperature59, 61.427

We consider grain-sizes between 1 × 10−2 m and 1 × 10−5 m, which are based on previous numerical428

modelling studies6, 32. The first study suggests that grain-sizes may vary laterally by 1 order of magnitude in429

the lower mantle6, while the second suggests a difference of 2 orders of magnitude should be theoretically430

possible32.431
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Extended Data Figure 1: Splitting function coefficients measurements with respect to PREM (grey solid

line). Only elastic splitting function observations (black); joint elastic and anelastic splitting function obser-

vations (red); joint splitting functions recovered from synthetic input structure containing only 3D vs varia-

tions and scalar moment M0 perturbations dependent on earthquake location (green). Elastic coefficients (a,

c, e, g) are compared to previous measurements18 and 3D vs model predictions46, 50 (grey). Anelastic mea-

surements (b, d, f, h) are compared to QRFSI123 predictions (blue); and a synthetic 3D Q−1
µ global model

obtained by scaling S20RTS46 (grey).
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Extended Data Figure 2: Sensitivity kernels. Plotted as a function of depth for shear attenuation Q−1
µ (µ0Kµ),

calculated for PREM. Modes are arranged and classified according to where they are most sensitive. The

transition Zone (TZ), Core Mantle Boundary (CMB) and Inner Core Boundary (ICB) are marked in figure.

All kernels are plotted for degree-zero.
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Extended Data Figure 3: Depth parameterizations used in this study. (a) B-splines and (b) boxcars.
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Extended Data Figure 4: Model output. (a) Model size versus variance reduction, the arrow points to the

picked damping. The model size is normalized for an easier comparison. (b) Model sensitivity with depth

using different depth parametrizations.
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Q −1
μ Q −1
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Extended Data Figure 5: Observed anelastic splitting function maps compared to the anelastic predic-

tions of our 3D Q−1

µ model. Plotted up to their maximum structural degree smax, together with its sensitivity

kernels for Q−1
µ (red lines), and Q−1

κ (black lines).
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a Our 3D    model with 3 b-splinesvsOur 3D   model with 3 b-splinesQ−1
μOur 3D   model with 3 boxcars Q−1

μ b c

Extended Data Figure 6: Spectral power of attenuation (a, b) and shear-wave velocity (c) heterogeneity

per spherical harmonic degree. The dashed grey line indicates the peak of our mid-mantle spline.
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Extended Data Figure 7: Comparison between our 3D Q−1

µ synthetic input model (first column), our

3D Q−1

µ synthetic recovered model (second column), and our 3D Q−1

µ model (third column). For the

(a) upper mantle, the tectonic plate boundaries68 and the 3D upper mantle attenuation models QRLW82 and

QRFSI123 are plotted. For the mid and lower mantle (b, c, d), the -0.1% vs outline of the LLSVPs for

tomographic model SP12RTS21 at 2,850 km is included. A whole mantle cross-section for Africa (e) is

shown. All models are plotted using even-degree structure for s = 2, 4. All attenuation models are plotted

in terms of δQ−1
µ × 103, which is presented as perturbation value and in percentage (with respect to PREM),

together with the peak-to-peak value at each depth.
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Extended Data Figure 8: Relationship between attenuation (1/Qµ, solid lines) and shear velocity (vs,

dashed lines) and period. Plotted or the (a) upper mantle and the (b) lower mantle. Temperature ranges

were obtained using adiabats with potential temperatures (Tp) varying between 1273-1873 K.
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Extended Data Table 1: fc (µHz) and Q measurements compared to PREM values (f0, Q0). The smax

indicates the maximum structural order of the cst and dst observations in the cst + dst scheme. Misfits are

included for our measurements using only elastic splitting functions (mcst) and our measurements using both

elastic and anelastic splitting functions (mcst+dst). ∆m% is the misfit reduction between mcst and mcst+dst .

Nev is the number of events, Ns is the number of stations used per seismic component.
f0 f cst

c f cst+dst
c Q0 Qcst Qcst+dst smax mcst mcst+dst ∆m% NZ

ev NZ
s NR

ev NR
s NT

ev NT
s

0S5 840.42 839.99 839.99+0.01
−0.01 356 359 369+7

−5 8,2 0.083 0.080 3.4 74 763 4 19 4 17

0S6 1038.21 1037.55 1037.55+0.01
−0.004 347 358 365+3

−2 10,2 0.111 0.108 3.1 92 1612 10 38 5 22

0S7 1231.79 1230.98 1230.96+0.01
−0.01 342 352 356+4

−2 12,2 0.172 0.169 1.7 99 2207 21 104 18 81

1S4 1172.85 1172.94 1172.93+0.004
−0.004 271 298 303+2

−2 6,4 0.160 0.158 1.2 87 1348 7 22 5 19

1S5 1370.27 1370.13 1370.12+0.01
−0.01 292 326 332+3

−3 8,4 0.144 0.141 2.2 95 1880 27 196 27 148

1S6 1522.04 1521.53 1521.51+0.01
−0.02 346 399 406+4

−4 8,4 0.152 0.148 3.0 93 1549 45 300 32 183

1S7 1655.51 1654.59 1654.57+0.02
−0.01 372 419 421+3

−3 10,4 0.139 0.135 3.0 84 1520 0 0 0 0

1S8 1799.30 1797.84 1797.82+0.01
−0.01 380 424 428+5

−4 12,4 0.130 0.127 2.1 84 1819 0 0 0 0

1S9 1963.74 1961.87 1961.82+0.01
−0.01 380 420 425+5

−4 12,4 0.166 0.159 4.3 83 1356 0 0 0 0

1S10 2148.42 2146.27 2146.11+0.02
−0.01 378 427 439+16

−4 12,2 0.258 0.250 3.3 78 868 0 0 0 0

2S4 1379.20 1379.57 1379.56+0.01
−0.01 380 390 393+2

−2 6,6 0.144 0.141 2.2 95 1880 27 196 27 148

2S5 1514.93 1515.31 1515.28+0.01
−0.02 302 311 312+3

−2 6,6 0.152 0.148 3.0 93 1549 45 300 32 183

2S6 1680.84 1681.16 1681.17+0.02
−0.03 238 238 239+2

−1 10,6 0.158 0.152 3.4 95 1222 43 295 33 148

2S12 2737.31 2737.22 2737.21+0.02
−0.02 173 177 178+1

−1 12,8 0.171 0.164 4.6 101 2734 14 32 15 27

2S13 2899.90 2899.85 2899.77+0.05
−0.02 174 178 178+1

−1 12,2 0.355 0.345 2.7 101 1987 23 60 25 74

3S9 2951.58 2951.39 2951.36+0.06
−0.02 259 263 263+6

−1 12,6 0.524 0.516 1.5 99 1997 40 210 29 140

Extended Data Table 2: Parameters used in the anelastic scaling relationships of the Extended Burgers

Model (EBM)5, 55

Parameters Olivine Bridgmanite + Periclase

Activation energy (kJ/mol) E∗ 375 286

Activation volume (m3/mol) V ∗ 6× 10−6 2× 10−6

Burgers element strength ∆B 1.04 2

Peak height ∆P 0.057 0.03

Anelastic frequency exponent α 0.274 0.274

Viscous grain size exponent mM 3 3

Anelastic grain size exponents mH , mL, mP 1.31 1.31

Reference upper HTB1 period (s) τHR 107 1011

Reference lower HTB1 period (s) τLR 10−3 10−3

Reference Maxwell period (s) τMR 3.02× 107 3.02× 107

Reference peak period (s) τPR 3.98× 10−4 3.98× 10−4

Peak width σ 4 4

Reference temperature (◦C) TR 900 900

Reference pressure (GPa) PR 0.2 0.2

Reference grain size (m) dR 13.4× 10−6 13.4× 10−6

1 High Temperature Background (absorption band)
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