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I

INTRODUCTION

n my 2005 book The Singularity Is Near, I set forth my theory that
convergent, exponential technological trends are leading to a transition

that will be utterly transformative for humanity. There are several key areas
of change that are continuing to accelerate simultaneously: computing
power is becoming cheaper, human biology is becoming better understood,
and engineering is becoming possible at far smaller scales. As artificial
intelligence grows in ability and information becomes more accessible, we
are integrating these capabilities ever more closely with our natural
biological intelligence. Eventually nanotechnology will enable these trends
to culminate in directly expanding our brains with layers of virtual neurons
in the cloud. In this way we will merge with AI and augment ourselves with
millions of times the computational power that our biology gave us. This
will expand our intelligence and consciousness so profoundly that it’s
difficult to comprehend. This event is what I mean by the Singularity.

The term “singularity” is borrowed from mathematics (where it refers to
an undefined point in a function, like when dividing by zero) and physics
(where it refers to the infinitely dense point at the center of a black hole,
where the normal laws of physics break down). But it is important to
remember that I use the term as a metaphor. My prediction of the
technological Singularity does not suggest that rates of change will actually
become infinite, as exponential growth does not imply infinity, nor does a
physical singularity. A black hole has gravity strong enough to trap even
light itself, but there is no means in quantum mechanics to account for a
truly infinite amount of mass. Rather, I use the singularity metaphor
because it captures our inability to comprehend such a radical shift with our



current level of intelligence. But as the transition happens, we will enhance
our cognition quickly enough to adapt.

As I detailed in The Singularity Is Near, long-term trends suggest that
the Singularity will happen around 2045. At the time that book was
published, that date lay forty years—two full generations—in the future. At
that distance I could make predictions about the broad forces that would
bring about this transformation, but for most readers the subject was still
relatively far removed from daily reality in 2005. And many critics argued
then that my timeline was overoptimistic, or even that the Singularity was
impossible.

Since then, though, something remarkable has happened. Progress has
continued to accelerate in defiance of the doubters. Social media and
smartphones have gone from virtually nonexistent to all-day companions
that now connect a majority of the world’s population. Algorithmic
innovations and the emergence of big data have allowed AI to achieve
startling breakthroughs sooner than even experts expected—from mastering
games like Jeopardy! and Go to driving automobiles, writing essays,
passing bar exams, and diagnosing cancer. Now, powerful and flexible large
language models like GPT-4 and Gemini can translate natural-language
instructions into computer code—dramatically reducing the barrier between
humans and machines. By the time you read this, tens of millions of people
likely will have experienced these capabilities firsthand. Meanwhile, the
cost to sequence a human’s genome has fallen by about 99.997 percent, and
neural networks have begun unlocking major medical discoveries by
simulating biology digitally. We’re even gaining the ability to finally
connect computers to brains directly.

Underlying all these developments is what I call the law of accelerating
returns: information technologies like computing get exponentially cheaper
because each advance makes it easier to design the next stage of their own
evolution. As a result, as I write this, one dollar buys about 11,200 times as
much computing power, adjusting for inflation, as it did when The
Singularity Is Near hit shelves.



The following graph, which I’ll discuss in depth later in the book,
summarizes the most important trend powering our technological
civilization: the long-term exponential growth (shown as a roughly straight
line on this logarithmic scale) in the amount of computing power a constant
dollar can purchase. Moore’s law famously observes that transistors have
been steadily shrinking, allowing computers to get ever more powerful—
but that is just one manifestation of the law of accelerating returns, which
already held true long before transistors were invented and can be expected
to continue even after transistors reach their physical limits and are
succeeded by new technologies. This trend has defined the modern world,
and almost all the coming breakthroughs discussed in this book will be
enabled by it directly or indirectly.

Price-Performance of Computation, 1939–2023[1]

Best achieved price-performance in computations per second per constant

2023 dollar

To maximize comparability of machines, this graph focuses on price-
performance during the era of programmable computers, but approximations for
earlier electromechanical computing devices show that this trend stretches back
at least to the 1880s.[2]



So we have kept on schedule for the Singularity. The urgency of this
book comes from the nature of exponential change itself. Trends that were
barely noticeable at the start of this century are now actively impacting
billions of lives. In the early 2020s we entered the sharply steepening part
of the exponential curve, and the pace of innovation is affecting society like
never before. For perspective, the moment you’re reading this is probably
closer to the creation of the first superhuman AI than to the release of my
last book, 2012’s How to Create a Mind. And you’re probably closer to the
Singularity than to the release of my 1999 book The Age of Spiritual
Machines. Or, measured in terms of human life, babies born today will be
just graduating college when the Singularity happens. This is, on a very
personal level, a different kind of “near” than it was in 2005.

That is why I’ve written this book now. Humanity’s millennia-long
march toward the Singularity has become a sprint. In the introduction to
The Singularity Is Near, I wrote that we were then “in the early stages of
this transition.” Now we are entering its culmination. That book was about
glimpsing a distant horizon—this one is about the last miles along the path
to reach it.

Luckily, we can now see this path much more clearly. Although many
technological challenges remain before we can achieve the Singularity, its
key precursors are rapidly moving from the realm of theoretical science to
active research and development. During the coming decade, people will
interact with AI that can seem convincingly human, and simple brain–
computer interfaces will impact daily life much like smartphones do today.
A digital revolution in biotech will cure diseases and meaningfully extend
people’s healthy lives. At the same time, though, many workers will feel the
sting of economic disruption, and all of us will face risks from accidental or
deliberate misuse of these new capabilities. During the 2030s, self-
improving AI and maturing nanotechnology will unite humans and our
machine creations as never before—heightening both the promise and the
peril even further. If we can meet the scientific, ethical, social, and political
challenges posed by these advances, by 2045 we will transform life on earth
profoundly for the better. Yet if we fail, our very survival is in question.



And so this book is about our final approach to the Singularity—the
opportunities and dangers we must confront together over the last
generation of the world as we knew it.

To begin, we’ll explore how the Singularity will actually happen, and
put this in the context of our species’ long quest to reinvent our own
intelligence. Creating sentience with technology raises important
philosophical questions, so we’ll address how this transition affects our own
identity and sense of purpose. Then we will turn to the practical trends that
will characterize the coming decades. As I will show, the law of
accelerating returns is driving exponential improvements across a very wide
range of metrics that reflect human well-being. One of the most obvious
downsides of innovation, though, is unemployment caused by automation in
its various forms. While these harms are real, we’ll see why there is good
reason for long-term optimism—and why we are ultimately not in
competition with AI.

As these technologies unlock enormous material abundance for our
civilization, our focus will shift to overcoming the next barrier to our full
flourishing: the frailties of our biology. So next, we’ll look ahead to the
tools we’ll use over the coming decades to gain increasing mastery over
biology itself—first by defeating the aging of our bodies and then by
augmenting our limited brains and ushering in the Singularity. Yet these
breakthroughs may also put us in jeopardy. Revolutionary new systems in
biotechnology, nanotechnology, or artificial intelligence could possibly lead
to an existential catastrophe like a devastating pandemic or a chain reaction
of self-replicating machines. We’ll conclude with an assessment of these
threats, which warrant careful planning, but as I’ll explain, there are very
promising approaches for how to mitigate them.

These are the most exciting and momentous years in all of history. We
cannot say with confidence what life will be like after the Singularity. But
by understanding and anticipating the transitions leading up to it, we can
help ensure that humanity’s final approach will be safe and successful.
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I

CHAPTER 1

WHERE ARE WE IN THE SIX STAGES?

n The Singularity Is Near, I described the basis of consciousness as
information. I cited six epochs, or stages, from the beginning of our

universe, with each stage creating the next stage from the information
processing of the last. Thus, the evolution of intelligence works via an
indirect sequence of other processes.

The First Epoch was the birth of the laws of physics and the chemistry
they make possible. A few hundred thousand years after the big bang, atoms
formed from electrons circling around a core of protons and neutrons.
Protons in a nucleus seemingly should not be so close together, because the
electromagnetic force tries to drive them violently apart. However, there
happens to be a separate force called the strong nuclear force, which keeps
the protons together. “Whoever” designed the rules of the universe provided
this additional force, otherwise evolution through atoms would have been
impossible.

Billions of years later, atoms formed molecules that could represent
elaborate information. Carbon was the most useful building block, in that it
could form four bonds, as opposed to one, two, or three for many other
nuclei. That we live in a world that permits complex chemistry is extremely
unlikely. For example, if the strength of gravity were ever so slightly
weaker, there would be no supernovas to create the chemical elements that
life is made from. If it were just slightly stronger, stars would burn out and
die before intelligent life could form. Just this one physical constant had to
be in an extremely narrow range or we would not be here. We live in a



universe that is very precisely balanced to allow a level of order that has
enabled evolution to unfold.

Several billion years ago, the Second Epoch began: life. Molecules
became complex enough to define an entire organism in one molecule.
Thus, living creatures, each with their own DNA, were able to evolve and
spread.

In the Third Epoch, animals described by DNA then formed brains,
which themselves stored and processed information. These brains gave
evolutionary advantages, which helped brains develop more complexity
over millions of years.

In the Fourth Epoch, animals used their higher-level cognitive ability,
along with their thumbs, to translate thoughts into complex actions. This
was humans. Our species used these abilities to create technology that was
able to store and manipulate information—from papyrus to hard drives.
These technologies augmented our brains’ abilities to perceive, recall, and
evaluate information patterns. This is another source of evolution that itself
is far greater than the level of progress before it. With brains, we added
roughly one cubic inch of brain matter every 100,000 years, whereas with
digital computation we are doubling price-performance about every sixteen
months.

In the Fifth Epoch, we will directly merge biological human cognition
with the speed and power of our digital technology. This is brain–computer
interfaces. Human neural processing happens at a speed of several hundred
cycles per second, as compared with several billion per second for digital
technology. In addition to speed and memory size, augmenting our brains
with nonbiological computers will allow us to add many more layers to our
neocortices—unlocking vastly more complex and abstract cognition than
we can currently imagine.

The Sixth Epoch is where our intelligence spreads throughout the
universe, turning ordinary matter into computronium, which is matter
organized at the ultimate density of computation.

In my 1999 book The Age of Spiritual Machines, I predicted that a
Turing test—wherein an AI can communicate by text indistinguishably



from a human—would be passed by 2029. I repeated that in 2005’s The
Singularity Is Near. Passing a valid Turing test means that an AI has
mastered language and commonsense reasoning as possessed by humans.
Turing described his concept in 1950,[1] but he did not specify how the test
should be administered. In a bet that I have with Mitch Kapor, we defined
our own rules that are much more difficult than other interpretations.

My expectation was that in order to pass a valid Turing test by 2029, we
would need to be able to attain a great variety of intellectual achievements
with AI by 2020. And indeed, since that prediction, AI has mastered many
of humanity’s toughest intellectual challenges—from games like Jeopardy!
and Go to serious applications like radiology and drug discovery. As I write
this, top AI systems like Gemini and GPT-4 are broadening their abilities to
many different domains of performance—encouraging steps on the road to
general intelligence.

Ultimately, when a program passes the Turing test, it will actually need
to make itself appear far less intelligent in many areas because otherwise it
would be clear that it is an AI. For example, if it could correctly solve any
math problem instantly, it would fail the test. Thus, at the Turing test level,
AIs will have capabilities that in fact go far beyond the best humans in most
fields.

Humans are now in the Fourth Epoch, with our technology already
producing results that exceed what we can understand for some tasks. For
the aspects of the Turing test that AI has not yet mastered, we are making
rapid and accelerating progress. Passing the Turing test, which I have been
anticipating for 2029, will bring us to the Fifth Epoch.

A key capability in the 2030s will be to connect the upper ranges of our
neocortices to the cloud, which will directly extend our thinking. In this
way, rather than AI being a competitor, it will become an extension of
ourselves. By the time this happens, the nonbiological portions of our minds
will provide thousands of times more cognitive capacity than the biological
parts.

As this progresses exponentially, we will extend our minds many
millions-fold by 2045. It is this incomprehensible speed and magnitude of



transformation that will enable us to borrow the singularity metaphor from
physics to describe our future.
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CHAPTER 2

REINVENTING INTELLIGENCE

WHAT DOES IT MEAN TO REINVENT INTELLIGENCE?

If the whole story of the universe is one of evolving paradigms of
information processing, the story of humanity picks up more than halfway
through. Our chapter in this larger tale is ultimately about our transition
from animals with biological brains to transcendent beings whose thoughts
and identities are no longer shackled to what genetics provides. In the 2020s
we are about to enter the last phase of this transformation—reinventing the
intelligence that nature gave us on a more powerful digital substrate, and
then merging with it. In so doing, the Fourth Epoch of the universe will give
birth to the Fifth.

But how will this happen more concretely? To understand what
reinventing intelligence entails, we will first look back to the birth of AI and
the two broad schools of thought that emerged from it. To see why one
prevailed over the other, we will relate this to what neuroscience tells us
about how the cerebellum and the neocortex gave rise to human
intelligence. After surveying how deep learning is currently re-creating the
powers of the neocortex, we can assess what AI still needs to achieve to
reach human levels, and how we will know when it has. Finally, we’ll turn
to how, aided by superhuman AI, we will engineer brain–computer
interfaces that vastly expand our neocortices with layers of virtual neurons.
This will unlock entirely new modes of thought and ultimately expand our
intelligence millions-fold: this is the Singularity.



THE BIRTH OF AI

In 1950, the British mathematician Alan Turing (1912–1954) published an
article in Mind titled “Computing Machinery and Intelligence.”[1] In it,
Turing asked one of the most profound questions in the history of science:
“Can machines think?” While the idea of thinking machines dates back at
least as far as the bronze automaton Talos in Greek myth,[2] Turing’s
breakthrough was boiling the concept down to something empirically
testable. He proposed using the “imitation game”—which we now know as
the Turing test—to determine whether a machine’s computation was able to
perform the same cognitive tasks that our brains can. In this test, human
judges interview both the AI and human foils using instant messaging
without seeing whom they are talking to. The judges then pose questions
about any subject matter or situation they wish. If after a certain period of
time the judges are unable to tell which was the AI responder and which
were the humans, then the AI is said to have passed the test.

By transforming this philosophical idea into a scientific one, Turing
generated tremendous enthusiasm among researchers. In 1956, mathematics
professor John McCarthy (1927–2011) proposed a two-month, ten-person
study to be conducted at Dartmouth College, in Hanover, New Hampshire.
[3] The goal was the following:

The study is to proceed on the basis of the conjecture that every
aspect of learning or any other feature of intelligence can in principle
be so precisely described that a machine can be made to simulate it.
An attempt will be made to find how to make machines use
language, form abstractions and concepts, solve kinds of problems
now reserved for humans, and improve themselves.[4]

In preparing for the conference, McCarthy proposed that this field,
which would ultimately automate every other field, be called “artificial



intelligence.”[5] This is not a designation I like, given that “artificial” makes
this form of intelligence seem “not real,” but it is the term that has endured.

The study was conducted, but its goal—specifically, getting machines to
understand problems described in natural language—was not achieved
within the two-month time frame. We are still working on it—of course,
now with far more than ten people. According to Chinese tech giant
Tencent, in 2017 there were already about 300,000 “AI researchers and
practitioners” worldwide,[6] and the 2019 Global AI Talent Report, by Jean-
François Gagné, Grace Kiser, and Yoan Mantha, counted some 22,400 AI
experts publishing original research—of whom around 4,000 were judged
to be highly influential.[7] And according to Stanford’s Institute for Human-
Centered Artificial Intelligence, AI researchers in 2021 generated more than
496,000 publications and over 141,000 patent filings.[8] In 2022, global
corporate investment in AI was $189 billion, a thirteenfold increase over the
past decade.[9] The numbers will be even higher by the time you read this.

All this would have been hard to imagine in 1956. Yet the Dartmouth
workshop’s goal was roughly equivalent to creating an AI that could pass
the Turing test. My prediction that we’ll achieve this by 2029 has been
consistent since my 1999 book The Age of Spiritual Machines, published at
a time when many observers thought this milestone would never be
reached.[10] Until recently this projection was considered extremely
optimistic in the field. For example, a 2018 survey found an aggregate
prediction among AI experts that human-level machine intelligence would
not arrive until around 2060.[11] But the latest advances in large language
models have rapidly shifted expectations. As I was writing early drafts of
this book, the consensus on Metaculus, the world’s top forecasting website,
hovered between the 2040s and the 2050s. But surprising AI progress over
the past two years upended expectations, and by May 2022 the Metaculus
consensus exactly agreed with me on the 2029 date.[12] Since then it has
even fluctuated to as soon as 2026, putting me technically in the slow-
timelines camp![13]

Even experts in the field have been surprised by many of the recent
breakthroughs in AI. It’s not just that they are happening sooner than most



expected, but that they seem to occur suddenly, and without much warning
that a leap forward is imminent. For example, in October 2014 Tomaso
Poggio, an MIT expert on AI and cognitive science, said, “The ability to
describe the content of an image would be one of the most intellectually
challenging things of all for a machine to do. We will need another cycle of
basic research to solve this kind of question.”[14] Poggio estimated that this
breakthrough was at least two decades away. The very next month, Google
debuted object recognition AI that could do just that. When The New
Yorker’s Raffi Khatchadourian asked him about this, Poggio retreated to a
more philosophical skepticism about whether this ability represented true
intelligence. I point this out not as a criticism of Poggio but rather as an
observation of a tendency we all share. Namely, before AI achieves some
goal, that goal seems extremely difficult and singularly human. But after AI
reaches it, the accomplishment diminishes in our human eyes. In other
words, our true progress is actually more significant than it seems in
hindsight. This is one reason why I remain optimistic about my 2029
prediction.

So why have these sudden breakthroughs occurred? The answer lies in a
theoretical problem dating back to the dawn of the field. In 1964, when I
was in high school, I met with two artificial intelligence pioneers: Marvin
Minsky (1927–2016), who co-organized the Dartmouth College workshop
on AI, and Frank Rosenblatt (1928–1971). In 1965 I enrolled at MIT and
began studying with Minsky, who was doing foundational work that
underlies the dramatic AI breakthroughs we are seeing today. Minsky taught
me that there are two techniques for creating automated solutions to
problems: the symbolic approach and the connectionist approach.

The symbolic approach describes in rule-based terms how a human
expert would solve a problem. In some cases the systems based on it could
be successful. For example, in 1959 the RAND Corporation introduced the
“General Problem Solver” (GPS)—a computer program that could combine
simple mathematical axioms to solve logic problems.[15] Herbert A. Simon,
J. C. Shaw, and Allen Newell developed the General Problem Solver to
have the theoretical ability to solve any problem that could be expressed as



a set of well-formed formulas (WFFs). In order for the GPS to work, it
would have to use one WFF (essentially an axiom) at each stage in the
process, methodically building them into a mathematical proof of the
answer.

Even if you don’t have experience with formal logic or proof-based
math, this idea is basically the same as what happens in algebra. If you
know that 2 + 7 = 9, and that an unknown number x added to 7 is 10, you
can prove that x = 3. But this kind of logic has much broader applications
than just solving equations. It’s also what we use (without even thinking
about it) when we ask ourselves whether something meets a certain
definition. If you know that a prime number cannot have any factors other
than 1 and itself, and you know that 11 is a factor of 22, and that 1 does not
equal 11, you can conclude that 22 is not a prime number. By starting with
the most basic and fundamental axioms possible, the GPS could do this sort
of calculation for much more difficult questions. Ultimately, this is what
human mathematicians do as well—the difference is that a machine can (in
theory at least) search through every possible way of combining the
fundamental axioms in search of the truth.

To illustrate, if there were ten such axioms available to choose from at
each point, and let’s say twenty axioms were needed to reach a solution,
that would mean there were 1020, or 100 billion billion, possible solutions.
We can deal with such big numbers today with modern computers, but this
was way beyond what 1959 computational speeds could achieve. That year,
the DEC PDP-1 computer could carry out about 100,000 operations per
second.[16] By 2023 a Google Cloud A3 virtual machine could carry out
roughly 26,000,000,000,000,000,000 operations per second.[17] One dollar
now buys around 1.6 trillion times as much computing power as it did when
the GPS was developed.[18] Problems that would take tens of thousands of
years with 1959 technology now take only minutes on retail computing
hardware. To compensate for its limitations, the GPS had heuristics
programmed that would attempt to rank the priority of possible solutions.
The heuristics worked some of the time, and their successes supported the



idea that a computerized solution could ultimately solve any rigorously
defined problem.

Another example was a system called MYCIN, which was developed
during the 1970s to diagnose and recommend remedial treatments for
infectious diseases. In 1979 a team of expert evaluators compared its
performance with that of human doctors and found that MYCIN did as well
as or better than any of the physicians.[19]

A typical MYCIN “rule” reads:

IF:
1. The infection that requires therapy is meningitis, and
2. The type of the infection is fungal, and
3. Organisms were not seen on the stain of the culture, and
4. The patient is not a compromised host, and
5. The patient has been to an area that is endemic for

coccidiomycoses, and
6. The race of the patient is one of: [B]lack [A]sian [I]ndian,

and
7. The cryptococcal antigen in the csf was not positive

THEN: There is suggestive evidence (.5) that cryptococcus is
not one of the organisms (other than those seen on cultures or
smears) which might be causing the infection.[20]

By the late 1980s these “expert systems” were utilizing probability
models and could combine many sources of evidence to make a decision.
[21] While a single if-then rule would not be sufficient by itself, by
combining many thousands of such rules, the overall system could make
reliable decisions for a constrained problem.

Although the symbolic approach has been used for over half a century,
its primary limitation has been the “complexity ceiling.”[22] When MYCIN
and other such systems made a mistake, correcting it might fix that
particular issue but would in turn give rise to three other mistakes that



would rear their heads in other situations. There seemed to be a limit on
intricacy that made the overall range of real-world problems that could be
addressed very narrow.

One way of looking at the complexity of rule-based systems is as a set of
possible failure points. Mathematically, a group of n things has 2n–1 subsets
(not counting the empty set). Thus, if an AI uses a rule set with only one
rule, there is only one failure point: Does that rule work correctly on its own
or not? If there are two rules, there are three failure points: each rule on its
own, and interactions in which those two rules are combined. This grows
exponentially. Five rules means 31 potential failure points, 10 rules means
1,023, 100 rules means more than one thousand billion billion billion, and
1,000 rules means over a googol googol googols! Thus, the more rules you
have already, the more each new rule adds to the number of possible
subsets. Even if only an extremely minuscule fraction of possible rule
combinations introduce a new problem, there comes a point (where exactly
this point lies varies from one situation to another) where adding one new
rule to fix a problem is likely to cause more than one additional problem.
This is the complexity ceiling.

Probably the longest-running expert system project is Cyc (from the
word “encyclopedic”), created by Douglas Lenat and his colleagues at
Cycorp.[23] Initiated in 1984, Cyc has the goal of encoding all of
“commonsense knowledge”—broadly known facts like A dropped egg will
break or A child running through the kitchen with muddy shoes will annoy
his parents. These millions of small ideas are not clearly written down in
any one place. They are unspoken assumptions underlying human behavior
and reasoning that are necessary for understanding what the average person
knows in a variety of domains. Yet because the Cyc system also represents
this knowledge with symbolic rules, it, too, has to face the complexity
ceiling.

Back in the 1960s, as Minsky advised me on the pros and cons of the
symbolic approach, I began to see the added value of the connectionist one.
This entails networks of nodes that create intelligence through their
structure rather than through their content. Instead of using smart rules, they



use dumb nodes that are arranged in a way that can extract insight from data
itself. As a result, they have the potential to discover subtle patterns that
would never occur to human programmers trying to devise symbolic rules.
One of the key advantages of the connectionist approach is that it allows
you to solve problems without understanding them. Even if we had a
perfect ability to formulate and implement error-free rules for symbolic AI
problem-solving (which we do not), we would be limited by our imperfect
understanding of which rules would be optimal in the first place.

This is a powerful way to tackle complex problems, but it is a double-
edged sword. Connectionist AI is prone to becoming a “black box”—
capable of spitting out the correct answer, but unable to explain how it
found it.[24] This has the potential to become a major issue because people
will want to be able to see the reasoning behind high-stakes decisions about
things like medical treatment, law enforcement, epidemiology, or risk
management. This is why many AI experts are now working to develop
better forms of “transparency” (or “mechanistic interpretability”) in
machine learning–based decisions.[25] It remains to be seen how effective
transparency will be as deep learning becomes more complex and more
powerful.

Back when I started in connectionism, though, the systems were much
simpler. The basic idea was to create a computerized model inspired by how
human neural networks work. At first this was very abstract because the
method was devised before we had a detailed understanding of how
biological neural networks are actually organized.



DIAGRAM OF SIMPLE NEURAL NET

Here is the basic schema for a neural net algorithm. Many
variations are possible, and the designer of the system needs to
provide certain critical parameters and methods (detailed below).

Creating a neural net solution to a problem involves the following
steps:

Define the input.
Define the topology of the neural net (i.e., the layers of neurons and the connections
between the neurons).
Train the neural net on examples of the problem.
Run the trained neural net to solve new examples of the problem.
Take your neural net company public.

These steps (except for the last one) are detailed below:



THE PROBLEM INPUT

The problem input to the neural net consists of a series of numbers.
This input can be:

in a visual pattern recognition system, a two-dimensional array of numbers
representing the pixels of an image; or
in an auditory (e.g., speech) recognition system, a two-dimensional array of numbers
representing a sound, in which the first dimension represents parameters of the sound
(e.g., frequency components) and the second dimension represents different points in
time; or
in an arbitrary pattern recognition system, an n-dimensional array of numbers
representing the input pattern.

DEFINING THE TOPOLOGY

To set up the neural net, the architecture of each neuron consists of:

multiple inputs in which each input is “connected” to either the output of another
neuron or one of the input numbers; and
generally, a single output, which is connected either to the input of another neuron
(which is usually in a higher layer) or to the final output.

SET UP THE FIRST LAYER OF NEURONS

Create N0 neurons in the first layer. For each of these neurons, “connect” each of the
multiple inputs of the neuron to “points” (i.e., numbers) in the problem input. These
connections can be determined randomly or using an evolutionary algorithm (see
below).
Assign an initial “synaptic strength” to each connection created. These weights can
start out all the same, can be assigned randomly, or can be determined in another way
(see below).

SET UP THE ADDITIONAL LAYERS OF NEURONS

Set up a total of M layers of neurons. For each layer, set up the
neurons in that layer.



For layeri:

Create Ni neurons in layeri. For each of these neurons, “connect” each of the multiple
inputs of the neuron to the outputs of the neurons in layeri–1 (see variations below).
Assign an initial “synaptic strength” to each connection created. These weights can
start out all the same, can be assigned randomly, or can be determined in another way
(see below).
The outputs of the neurons in layerM are the outputs of the neural net (see variations
below).

THE RECOGNITION TRIALS

HOW EACH NEURON WORKS

Once the neuron is set up, it does the following for each recognition
trial:

Each weighted input to the neuron is computed by multiplying the output of the other
neuron (or initial input) that the input to this neuron is connected to by the synaptic
strength of that connection.
All of these weighted inputs to the neuron are summed.
If this sum is greater than the firing threshold of this neuron, then this neuron is
considered to fire and its output is 1. Otherwise, its output is 0 (see variations below).

DO THE FOLLOWING FOR EACH RECOGNITION TRIAL

For each layer, from layer0 to layerM, and
for each neuron in the layer:

Sum its weighted inputs. (Each weighted input = the output of the other neuron [or
initial input] that the input to this neuron is connected to multiplied by the synaptic
strength of that connection.)
If this sum of weighted inputs is greater than the firing threshold for this neuron, set
the output of this neuron to 1, otherwise set it to 0.

TO TRAIN THE NEURAL NET

Run repeated recognition trials on sample problems.



After each trial, adjust the synaptic strengths of all the interneuronal connections to
improve the performance of the neural net on this trial. (See the discussion below on
how to do this.)
Continue this training until the accuracy rate of the neural net is no longer improving
(i.e., reaches an asymptote).

KEY DESIGN DECISIONS

In the simple schema above, the designer of this neural net algorithm
needs to determine at the outset:

What the input numbers represent.
The number of layers of neurons.
The number of neurons in each layer. (Each layer does not necessarily need to have
the same number of neurons.)
The number of inputs to each neuron in each layer. The number of inputs (i.e.,
interneuronal connections) can also vary from neuron to neuron and from layer to
layer.
The actual “wiring” (i.e., the connections). For each neuron in each layer, this consists
of a list of other neurons, the outputs of which constitute the inputs to this neuron.
This represents a key design area. There are a number of possible ways to do this:

i. Wire the neural net randomly; or
ii. Use an evolutionary algorithm (see below) to determine an optimal wiring; or

iii. Use the system designer’s best judgment in determining the wiring.
The initial synaptic strengths (i.e., weights) of each connection. There are a number of
possible ways to do this:

i. Set the synaptic strengths to the same value; or
ii. Set the synaptic strengths to different random values; or

iii. Use an evolutionary algorithm to determine an optimal set of initial values; or
iv. Use the system designer’s best judgment in determining the initial values.

The firing threshold of each neuron.
The output, which can be:

i. the outputs of layerM of neurons; or
ii. the output of a single output neuron, the inputs of which are the outputs of the

neurons in layerM; or
iii. a function of (e.g., a sum of) the outputs of the neurons in layerM; or
iv. another function of neuron outputs in multiple layers.

The synaptic strengths of all the connections, which must be adjusted during the
training of this neural net. This is a key design decision and is the subject of a great
deal of research and discussion. There are a number of possible ways to do this:

i. For each recognition trial, increment or decrement each synaptic strength by a
(generally small) fixed amount so that the neural net’s output more closely



matches the correct answer. One way to do this is to try both incrementing and
decrementing and see which has the more desirable effect. This can be time-
consuming, so other methods exist for making local decisions on whether to
increment or decrement each synaptic strength.

ii. Other statistical methods exist for modifying the synaptic strengths after each
recognition trial so that the performance of the neural net on that trial more
closely matches the correct answer.

iii. Note that neural net training will work even if the answers to the training trials
are not all correct. This allows using real-world training data that may have an
inherent error rate. One key to the success of a neural net–based recognition
system is the amount of data used for training. Usually a very substantial
amount is needed to obtain satisfactory results. Just as with human students,
the amount of time that a neural net spends learning its lessons is a key factor
in its performance.

VARIATIONS

Many variations of the above are feasible:

There are different ways of determining the topology. In particular, the interneuronal
wiring can be set either randomly or using an evolutionary algorithm, which mimics
the effects of mutation and natural selection on network design.
There are different ways of setting the initial synaptic strengths.
The inputs to the neurons in layeri do not necessarily need to come from the outputs
of the neurons in layeri–1. Alternatively, the inputs to the neurons in each layer can
come from any lower or higher layer.
There are different ways to determine the final output.
The method described above results in an “all or nothing” (1 or 0) firing, called a
nonlinearity. There are other nonlinear functions that can be used. Commonly, a
function is used that goes from 0 to 1 in a rapid but relatively more gradual fashion.
Also, the outputs can be numbers other than 0 and 1.
The different methods for adjusting the synaptic strengths during training represent
key design decisions.

The above schema describes a “synchronous” neural net, in which
each recognition trial proceeds by computing the outputs of each layer,
starting with layer0 through layerM. In a true parallel system, in which
each neuron is operating independently of the others, the neurons can
operate “asynchronously” (i.e., independently). In an asynchronous
approach, each neuron is constantly scanning its inputs and fires



whenever the sum of its weighted inputs exceeds its threshold (or
whatever its output function specifies).

The goal is to then find actual examples from which the system can
figure out how to solve a problem. A typical starting point is to have the
neural net wiring and synaptic weights set randomly, so that the answers
produced by this untrained neural net will thus also be random. The key
function of a neural net is that it must learn its subject matter, just like the
mammalian brains on which it is (at least roughly) modeled. A neural net
starts out ignorant but is programmed to maximize a “reward” function. It is
then fed training data (e.g., photos containing corgis and photos containing
no corgis, as labeled by humans in advance). When the neural net produces
a correct output (e.g., accurately identifying whether there’s a corgi in the
image), it gets reward feedback. This feedback can then be used to adjust
the strength of each interneuronal connection. Connections that are
consistent with the correct answer are made stronger, while those that
provide a wrong answer are weakened.

Over time, the neural net organizes itself to be able to provide the
correct answers without coaching. Experiments have shown that neural nets
can learn their subject matter even with unreliable teachers. If the training
data is labeled correctly only 60 percent of the time, a neural net can still
learn its lessons with an accuracy well over 90 percent. Under some
conditions, even smaller proportions of accurate labels can be used
effectively.[26]

It’s not intuitive that a teacher can train a student to surpass her own
abilities, and likewise it can be confusing how unreliable training data can
yield excellent performance. The short answer is that errors can cancel each
other out. Let’s say you’re training a neural net to recognize the numeral 8
from handwritten samples of the numerals 0 through 9. And let’s say that a
third of the labels are inaccurate—a random mixture of 8s coded as 4s, 5s
coded as 8s, and so on. If the dataset is large enough, these inaccuracies will
offset each other and not skew the training much in any particular direction.



This preserves most of the useful information in the dataset about what 8s
look like, and still trains the neural net to a high standard.

Despite these strengths, early connectionist systems had a fundamental
limitation. One-layer neural networks were mathematically incapable of
solving some kinds of problems.[27] When I visited Professor Frank
Rosenblatt at Cornell in 1964, he showed me a one-layer neural network
called the Perceptron, which could recognize printed letters. I tried simple
modifications to the input. The system did a fairly good job of auto-
association (that is, it could recognize the letters even if I covered parts of
them) but fared less well with invariance (that is, it failed to recognize
letters after size and font changes).

In 1969 Minsky criticized the surge in interest in this area, even though
he had done pioneering work on neural nets in 1953. He and Seymour
Papert, the two cofounders of the MIT Artificial Intelligence Laboratory,
wrote a book called Perceptrons, which formally demonstrated why a
Perceptron was inherently incapable of determining whether or not a
printed image was connected. The two images on this page are from the
cover of Perceptrons. The top image is not connected (the black lines do not
form a single contiguous shape), whereas the bottom image is connected
(the black lines form a single contiguous shape). A human can determine
this, as can a simple software program. A feed-forward (in which
connections between the nodes do not form any loops) Perceptron such as
Rosenblatt’s Mark 1 Perceptron cannot make this determination.

In short, the reason feed-forward Perceptrons can’t solve this problem is
that doing so entails applying the XOR (exclusive or) computing function,
which classifies whether a line segment is part of one contiguous shape in
the image but not part of another. Yet a single layer of nodes without
feedback is mathematically incapable of implementing XOR because it
essentially has to classify all the data in one go with a linear rule (e.g., “If
both of these nodes fire, the function output is true”), and XOR requires a
feedback step (“If either of these nodes fires, but they don’t both fire, the
function output is true”).



When Minsky and Papert reached this conclusion, it effectively killed
most of the funding for the connectionism field, and it would be decades
before it came back. But in fact, back in 1964 Rosenblatt explained to me
that the Perceptron’s inability to deal with invariance was due to a lack of
layers. If you took the output of a Perceptron and fed it back to another
layer just like it, the output would be more general and, with repeated
iterations of this process, would increasingly be able to deal with
invariance. If you had enough layers and enough training data, it could deal
with an amazing level of complexity. I asked him whether he had actually
tried this, and he said no but that it was high on his research agenda. It was
an amazing insight, but Rosenblatt died only seven years later, in 1971,
before he got the chance to test his insights. It would be another decade
before multiple layers were commonly used, and even then, many-layered
networks required more computing power and training data than was
practical. The tremendous surge in AI progress in recent years has resulted
from the use of multiple neural net layers more than a half-century after
Rosenblatt contemplated the idea.



So connectionist approaches to AI were largely ignored until the mid-
2010s, when hardware advances finally unlocked their latent potential.
Finally it was cheap enough to marshal sufficient computational power and
training examples for this method to excel. Between the publication of
Perceptrons in 1969 and Minsky’s death in 2016, computational price-
performance (adjusting for inflation) increased by a factor of about 2.8
billion.[28] This changed the landscape for what approaches were possible in
AI. When I spoke to Minsky near the end of his life, he expressed regret
that Perceptrons had been so influential, as by then connectionism had
recently become widely successful within the field.

Connectionism is thus a bit like the flying-machine inventions of
Leonardo da Vinci—they were prescient ideas, but not workable until
lighter and stronger materials could be developed.[29] Once the hardware
caught up, vast connectionism, such as one-hundred-layer networks,
became feasible. As a result, such systems were able to solve problems that
had never been tackled before. This is the paradigm driving all the most
spectacular advances of the past several years.

THE CEREBELLUM: A MODULAR STRUCTURE

To understand neural networks in the context of human intelligence, I
propose a small detour: let’s go back to the beginning of the universe. The
initial movement of matter toward greater organization progressed very
slowly, with no brains to guide it. (See the section “The Incredible
Unlikeliness of Being,” in chapter 3, regarding the likelihood of the
universe to have the ability to encode useful information at all.) The amount
of time needed to create a new level of detail was hundreds of millions to
billions of years.[30]

Indeed, it took billions of years before a molecule could begin to
formulate coded instructions to create a living being. There is some
disagreement over the currently available evidence, but most scientists



place the beginning of life on earth somewhere between 3.5 billion and 4.0
billion years ago.[31] The universe is an estimated 13.8 billion years old (or,
more precisely, that’s the amount of time that has passed since the big
bang), and the earth likely formed about 4.5 billion years ago.[32] So around
10 billion years passed between the first atoms forming and the first
molecules (on earth) becoming capable of self-replication. Part of this lag
may be explained by random chance—we don’t know quite how unlikely it
was for molecules randomly bumping around in early earth’s “primordial
soup” to combine in just the right way. Perhaps life could have started
somewhat earlier, or maybe it would have been more likely for it to start
much later. But before any of those necessary conditions were possible,
whole stellar lifecycles had to play out as stars fused hydrogen into the
heavier elements needed to sustain complex life.

According to scientists’ best estimates, about 2.9 billion years then
passed between the first life on earth and the first multicellular life.[33]

Another 500 million years passed before animals walked on land, and 200
million more before the first mammals appeared.[34] Focusing on the brain,
the length of time between the first development of primitive nerve nets and
the emergence of the earliest centralized, tripartite brain was somewhere
over 100 million years.[35] The first basic neocortex didn’t appear for
another 350 million to 400 million years, and it took another 200 million
years or so for the modern human brain to evolve.[36]

All through this history, more sophisticated brains provided a marked
evolutionary advantage. When animals competed for resources, the smarter
ones often prevailed.[37] Intelligence evolved over a much shorter period
than prior steps: millions of years, a distinct acceleration. The most notable
change in the brains of pre-mammals was the region called the cerebellum.
Human brains today actually have more neurons in the cerebellum than in
the neocortex, which plays the biggest role in our higher-order functions.[38]

The cerebellum is able to store and activate a large number of scripts that
control motor tasks, such as one for signing your signature. (These scripts
are often informally known as “muscle memory.” This is not, in fact, a
phenomenon of muscles themselves but rather of the cerebellum. As an



action is repeated again and again, the brain adapts to make it easier and
more subconscious—like the passage of many wagon wheels gradually
boring ruts into a trail.)[39]

One way to catch a fly ball is to solve all the differential equations
governing the ball’s trajectory as well as your own movements and at the
same time reposition your body based on those solutions. Unfortunately,
you don’t have a differential equation–solving apparatus in your brain, so
instead you solve a simpler problem: how to place the glove most
effectively between the ball and your body. The cerebellum assumes that
your hand and the ball should appear in similar relative positions for each
catch, so if the ball is dropping too fast and your hand appears to be going
too slowly, it will direct your hand to move more quickly to match the
familiar relative position.

These simple actions by the cerebellum to map sensory inputs onto
muscle movements correspond to the mathematical idea of “basis
functions” and enable us to catch the ball without solving any differential
equations.[40] We are also able to use the cerebellum to anticipate what our
actions would be even if we don’t actually take them. Your cerebellum
might tell you that you could catch the ball but you’re likely to crash into
another player, so maybe you should not take this action. This all happens
instinctively.

Likewise, if you are dancing, your cerebellum will frequently direct your
movements without your conscious awareness. People who are lacking a
fully functional cerebellum due to injury or disease can still direct voluntary
actions via the neocortex, but doing so requires focused effort, and they
may suffer from coordination problems known as ataxia.[41]

A key component of mastering physical skills is performing their
constituent actions often enough to ingrain them in your muscle memory.
Movements that once required conscious thought and focus start to feel
automatic. This basically represents a shift from motor cortex control to
more cerebellar control. Whether you are throwing a football, solving a
Rubik’s Cube, or playing the piano, the less conscious mental effort you
need to direct to the task, the better you are likely to perform. Your actions



will be faster and smoother, and you can devote your attention to other
aspects of success. When musicians have this mastery of their instrument,
they can produce a given note as effortlessly and intuitively as ordinary
people produce notes with their voice while singing “Happy Birthday.” If I
asked you how you make your vocal cords produce the right note as
opposed to the wrong one, you probably couldn’t describe the process in
words. This is what psychologists and coaches call “unconscious
competence,” because the ability largely functions at a level below your
conscious awareness.[42]

Yet the powers of the cerebellum aren’t the result of some supremely
complex architecture. While it does contain the majority of the neurons in
an adult human (or other species’) brain, there is not a lot of information
about its overall design in the genome—it is composed largely of small and
simple modules.[43] Although neuroscience is still working to understand
the details of how the cerebellum functions, we know that it consists of
thousands of small processing modules arranged in a feed-forward
structure.[44] This helps shape our understanding of what neural
architectures are needed to accomplish the cerebellum’s functions, and new
discoveries about the cerebellum may therefore provide further insights that
are useful to the AI field.

Most of the cerebellum’s modules have narrowly defined functions—
those that govern your finger movements while playing the piano don’t
apply to the movement of your legs while walking. Even though the
cerebellum has been a key brain region for hundreds of millions of years,
humans rely on it less and less for survival, as our more flexible neocortex
has taken the lead in navigating modern society.[45]

By contrast, non-mammalian animals don’t have the advantages of a
neocortex. Rather, their cerebellums have recorded very precisely the key
behaviors that they need to survive. These cerebellum-driven animal
behaviors are known as fixed action patterns. These are hardwired into
members of a species, unlike behavior learned through observation and
imitation. Even in mammals, some fairly complex behaviors are innate. For
example, deer mice dig short burrows, while beach mice dig longer burrows



with an escape tunnel.[46] When lab-raised mice with no previous
experience of burrows were placed on sand, they each dug the kind of
burrow made by their respective species in the wild.

For the most part, a given action in the cerebellum—like a frog’s ability
to precisely catch a fly with its tongue—persists in a species until a
population with an improved action outcompetes it via natural selection.
When behaviors are driven by genetics instead of learning, they are orders
of magnitude slower to adapt. While learning allows creatures to
meaningfully modify their behavior during a single lifetime, innate
behaviors are limited to gradual change over many generations.
Interestingly, though, computer scientists now sometimes use
“evolutionary” approaches that mirror genetically determined behavior.[47]

This involves creating a set of programs with certain random characteristics
and seeing how well they function at a certain task. Those that perform well
can have their characteristics combined, much like the genetic mixing of
animal reproduction. Random “mutations” can then be introduced to see
which boost performance. Over many generations, this can optimize
problem-solving in ways that human programmers might never think of.

Implementing the equivalent of this approach in the real world takes
millions of years. This may seem slow, but remember that evolution prior to
biology—like the formation of the complex precursor chemicals needed for
life—tended to take hundreds of millions of years, so the cerebellum was
actually an accelerator.

THE NEOCORTEX: A SELF-MODIFYING, HIERARCHICAL,

FLEXIBLE STRUCTURE

In order to make faster progress, evolution needed to devise a way for the
brain to develop new behaviors without waiting for genetic change to
reconfigure the cerebellum. This was the neocortex. Meaning “new rind,” it
emerged some 200 million years ago in a novel class of animals: mammals.



[48] In these early mammals, which were rodent-like creatures, the
neocortex was the size of a postage stamp and just as thin; it wrapped itself
around their walnut-size brains.[49] But it was organized in a more flexible
way than the cerebellum. Rather than being a collection of disparate
modules controlling different behaviors, the neocortex worked more like a
coordinated whole. Therefore, it was capable of a new type of thinking: it
could invent new behaviors in days or even hours. This unlocked the power
of learning.

More than 200 million years ago, the slow adaptation processes of non-
mammalian animals were generally not a problem, since the environment
changed very slowly. It typically took thousands of years for an
environmental transformation that would require a response in the
cerebellum.

So the neocortex was essentially waiting for a calamity in order to take
over the world. That crisis, which we now call the Cretaceous–Paleogene
extinction event, occurred 65 million years ago, 135 million years after the
neocortex came into existence. Due to an asteroid impact and possibly also
volcanic activity, the environment all across the earth changed suddenly,
resulting in about 75 percent of all animal and plant species, including the
dinosaurs, going extinct. (While the creatures we commonly know as
dinosaurs went extinct during this event, some scientists consider birds to
be a surviving branch of dinosaurs.)[50]

This was when the neocortex, which could invent new solutions quickly,
rose to prominence. Mammals increased in size. The mammalian brain
grew at an even quicker pace, taking up a larger fraction of an animal’s
body mass. And the neocortex grew faster still, by developing folds to
expand its surface area.

If you took the neocortex of a human and stretched it out, it would be the
size and thickness of a large dinner napkin.[51] But due to the extreme
complexity of its structure, it now constitutes about 80 percent of the weight
of the human brain.[52]

I describe in more detail how the neocortex works in my 2012 book
How to Create a Mind, but a very brief summary here will convey the key



concepts. The neocortex consists of a relatively simple repeating structure,
each of which consists of about one hundred neurons. These modules can
learn, recognize, and remember a pattern. The modules also learn to
organize themselves into hierarchies, with each higher level mastering ever
more sophisticated concepts. These repeating subunits are known as cortical
minicolumns.[53]

According to current estimates, there are 21 to 26 billion neurons in the
whole cerebral cortex, and 90 percent of those—or an average of around 21
billion—are in the neocortex itself.[54] At approximately a hundred neurons
each, this suggests that we have something roughly on the order of 200
million minicolumns.[55] Emerging research shows that, unlike digital
computers, which do most of their operations sequentially, the modules of
the neocortex employ massive parallelism.[56] In essence, many things are
happening simultaneously. This makes the brain a very dynamic system,
and a big challenge to model computationally.

Neuroscience still has a lot to learn about the details, but the basics of
how the minicolumns are organized and connected shed light on their
function. Much like artificial neural networks running on silicon hardware,
neural networks in the brain use hierarchical layers that separate raw data
inputs (sensory signals, in the human case) and outputs (for humans,
behavior). This structure allows progressive levels of abstraction,
culminating in the subtle forms of cognition that we recognize as human.

At the bottom level (connected directly to sensory inputs), a module
might serve to recognize a given visual stimulus as a curved shape. The
other levels process the outputs of lower neocortical modules and add
context and abstraction. Thus, progressively higher levels (farther from
those connected to the senses) may recognize that curved shape as part of a
letter, recognize that letter as part of a word, and connect that word to rich
semantic meanings. At the top level are concepts that are far more abstract,
such as the recognition that a statement is funny or ironic or sarcastic.

Although the “height” of a neocortical level sets its level of abstraction
with respect to a single set of signals propagating up from sensory inputs,
this process is not one directional. The six main layers of the neocortex



dynamically communicate with one another in both directions—so we can’t
say that abstract thought happens exclusively in the highest layers.[57]

Rather, it’s more useful to think of the levels–abstractness relationship on a
species level. That is, our multilayered neocortices give us more capacity
for abstract thought than creatures with simpler cortices. And when humans
are able to connect our neocortices directly to cloud-based computation,
we’ll unlock the potential for even more abstract thought than our organic
brains can currently support on their own.

The neurological underpinnings of these abstractions are a fairly recent
discovery. When a sixteen-year-old female epileptic patient was undergoing
brain surgery in the late 1990s, the neurosurgeon Itzhak Fried kept her
awake so she could respond to what was happening.[58] This was feasible
because there are no pain receptors in the brain.[59] Whenever he stimulated
a particular spot on her neocortex, she would laugh. Fried and his team
quickly realized that they were triggering the actual perception of humor.
She was not just laughing as a reflex—she genuinely found the present
situation funny, even though nothing humorous had occurred in the



operating room. When the doctors asked her why she was laughing, she did
not reply along the lines of “Oh, no particular reason” or “You just
stimulated my brain,” but instead would immediately find a cause to
account for it. She would explain her laughter with a comment like, “You
guys are just so funny—standing around.”[60]

The feasibility of locating and triggering the spot on the neocortex that
codes for finding something amusing revealed that it is responsible for
concepts like humor and irony. Other noninvasive testing has reinforced this
finding. For example, reading ironic sentences lights up parts of the brain
known as the ToM (theory of mind) network.[61] This neocortical
abstraction ability was the enabling factor for humans to invent language,
music, humor, science, art, and technology.[62]

No other species has ever achieved these things (despite frequent
clickbait headlines to the contrary). No other animal can keep a beat in their
head or tell a joke or give a speech or write (or read!) this book. Although
some other animals, such as chimpanzees, can fashion primitive tools, these
instruments are not sophisticated enough to trigger a rapid process of self-
improvement.[63] Similarly, some other animals use simple forms of
communication, but they are not capable of communicating hierarchical
ideas, which we can do with human language.[64] We were already doing an
excellent job of being primates without a frontal cortex, but when these
additional modules became available to allow us to understand concepts
about the world and existence, we went beyond just being an advanced
animal and became a philosophical one.

Yet we should remember that brain evolution was just one part of our
ascent as a species. For all our neocortical power, human science and art
wouldn’t be possible without one other key innovation: our thumbs.[65]

Animals with comparable or even larger (in absolute terms) neocortices
than humans—such as whales, dolphins, and elephants—don’t have
anything like an opposable thumb that can precisely grasp natural materials
and fashion them into technology. The lesson: we are very fortunate
evolutionarily!



We are also fortunate that our neocortex doesn’t just have layers, but
connects them in novel and powerful ways. The hierarchical organization of
modules is not unique to the neocortex—the cerebellum also has
hierarchies.[66] What sets the neocortex apart are three key features that
enable the creativity of mammals and especially humans: (1) it can
propagate the neuron-firing pattern for a given concept broadly throughout
its structure, instead of just in the particular area where it originated; (2) a
given firing pattern can be associated with similar aspects of many different
concepts, and related concepts are represented by related firing patterns;
and (3) millions of patterns can fire simultaneously[67] throughout the
neocortex and interact with one another in complicated ways.[68]

For example, the highly complex connections within the neocortex allow
for rich associative memories.[69] A memory in the brain is like a Wikipedia
page—it can be linked to from many different places, and can change over
time. Like a Wikipedia article, memories can also be multimedia. A
memory can be triggered by a smell, a taste, a sound, or almost any sensory
input.

Also, similarities in neocortical firing patterns promote analogical
thinking. The pattern that represents lowering the position of your hand will
be related to the pattern that represents lowering the pitch of your voice—
and even to metaphorical lowerings, like the concepts for a falling
temperature or a declining empire in history. Thus, we can form a pattern
from learning a concept in one domain and then apply it to a completely
different domain.

The neocortex’s ability to draw analogies between disparate fields is
responsible for many of the key intellectual leaps throughout history. For
example, Charles Darwin’s theory of evolution emerged from an analogy to
geology. Before Darwin (1809–1882), scientists basically believed that God
made the decision to create each species individually. There had been a few
earlier quasi-evolutionary theories—most famously, that of Jean-Baptiste
Lamarck (1744–1829), who proposed that animals had a natural
progression of evolving into more complex species, and that offspring could
inherit characteristics their parents acquired or developed during their own



lifetimes.[70] Yet for each of these theories, their proposed mechanisms were
either poorly explained or false.

But Darwin was exposed to a different idea by studying the work of
Scottish geologist Charles Lyell (1797–1875), who advocated a
controversial notion about the origin of large canyons.[71] The prevailing
view was that the canyon existed as a God-given creation, and a river
flowing through it just happened to find the canyon’s bottom through
gravity. Lyell’s conception was that the river occurred first and that the
canyon came only later. His theory met with significant resistance and took
some time to gain acceptance, but scientists soon came to realize that
flowing water’s tiny impacts on rock, multiplied over the course of millions
of years, could indeed cut as deep a gorge as the Grand Canyon. Lyell’s
theory drew heavily on the work of his fellow Scottish geologist James
Hutton (1726–1797), who had first proposed the theory of
uniformitarianism,[72] which held that instead of the world being shaped
primarily by a catastrophic biblical flood, it was the product of a constant
set of natural forces acting gradually over time.

Darwin faced a much more daunting challenge in his own field. Biology
was endlessly complex, but Darwin saw the link between Lyell and his own
studies as a naturalist, a connection he made at the opening of his 1859
book On the Origin of Species. He took Lyell’s concept of the significance
of a river eroding one small grain of stone at a time and applied it to one
small genetic change over a generation. Darwin defended his theory with
the explicit analogy: “As modern geology has almost banished such views
as the excavation of a great valley by a single diluvial wave, so will natural
selection, if it be a true principle, banish the belief of the continued creation
of new organic beings, or of any great and sudden modification in their
structure.”[73] This sparked arguably the most profound scientific revolution
our civilization has yet achieved. The other contenders for this honor, from
Newton and gravitation to Einstein and relativity, were built on similar
analogical insights.



DEEP LEARNING: RE-CREATING THE POWERS OF THE

NEOCORTEX

How can we digitally replicate the flexibility and abstraction power of the
neocortex? As discussed at the beginning of this chapter, rule-based
symbolic systems are too rigid to capture the fluidity of human cognition.
Connectionist approaches were impractical for a long time because they
take so much computing power to train. But the price of computation has
fallen dramatically. Why?

Intel cofounder Gordon Moore (1929–2023) was the eponymous
originator of Moore’s law, which he first articulated in 1965 and has since
become the most prominent trend in information technology.[74] In its best-
known form, it observes that, owing to progressive miniaturization, the
number of transistors that can be put on a computer chip doubles roughly
every two years. Skeptics of continued exponential progress in computing
have frequently pointed out that Moore’s law will inevitably come to an end
as transistor density in integrated circuits reaches its physical limit at atomic
scale, but this overlooks a deeper fact. Moore’s law is just one instance of
the more fundamental force I call the law of accelerating returns, where
information technology creates feedback loops of innovation. This had
already driven exponentially improving computational price-performance
across four major technological paradigms—electromechanical, relays,
vacuum tubes, and transistors—when Moore made his famous observation.
And after integrated circuits have reached their limits, new paradigms using
nanomaterials or three-dimensional computing will take over.[75]

This megatrend has been steadily and exponentially progressing since at
least 1888 (long before Moore was even born!).[76] Around 2010 it finally
reached a threshold where it became able to unlock the hidden power of a
connectionist approach modeled on the many-layered hierarchical
computation that takes place in the neocortex: deep learning. It is deep
learning that has enabled the startling and seemingly sudden breakthroughs
that the AI field has achieved since The Singularity Is Near was published.



The first of these breakthroughs to signal the radically transformative
potential of deep learning was AI’s mastery of the board game Go. Because
Go has a vastly larger number of possible moves than chess, and it is harder
to judge whether any given move is a good one, the AI approaches that had
worked to beat human chess grandmasters were making almost no progress
on Go. Even optimistic experts judged that the problem wouldn’t be
cracked until the 2020s at best. (As of 2012, for example, leading AI
futurist Nick Bostrom speculated that Go would not be mastered by
artificial intelligence until about 2022.)[77] But then, in 2015–16, Alphabet
subsidiary DeepMind created AlphaGo, which used a “deep reinforcement
learning” method in which a large neural net processed its own games and
learned from its successes and failures.[78] It started with a huge number of
recorded human Go moves and then played itself many times until the
version AlphaGo Master was able to beat the world human Go champion,
Ke Jie.[79]

A more significant development occurred a few months later with
AlphaGo Zero. When IBM beat world chess champion Garry Kasparov
with Deep Blue in 1997, the supercomputer was filled with all the know-
how its programmers could gather from human chess experts.[80] It was not
useful for anything else; it was a chess-playing machine. By contrast,
AlphaGo Zero was not given any human information about Go except for
the rules of the game, and after about three days of playing against itself, it
evolved from making random moves to easily defeating its previous
human-trained incarnation, AlphaGo, by 100 games to 0.[81] (In 2016,
AlphaGo had beaten Lee Sedol, who at the time ranked second in
international Go titles, in four out of five games.) AlphaGo Zero used a new
form of reinforcement learning in which the program became its own
instructor. It took AlphaGo Zero just twenty-one days to reach the level of
AlphaGo Master, the version that defeated sixty top professionals online
and the world champion Ke Jie in three out of three games in 2017.[82] After
forty days, AlphaGo Zero surpassed all other versions of AlphaGo and
became the best Go player in human or computer form.[83] It achieved this
with no encoded knowledge of human play and no human intervention.



But that is not the most significant milestone for DeepMind. The next
incarnation, AlphaZero, can transfer abilities learned from Go to other
games like chess.[84] The program not only defeated all human challengers
at chess but also defeated all other chess-playing machines, and did so after
only four hours of training, using no prior knowledge except the rules. It
was equally successful at the game Shōgi. The latest version as I write this
is MuZero, which repeated these feats without even being given the rules!
[85] With this “transfer learning” ability, MuZero can master any board
game in which there is no chance, ambiguity, or hidden information, or any
deterministic video game like Atari’s Pong. This ability to apply learning
from one domain to a related subject is a key feature of human intelligence.

But deep reinforcement learning is not limited to mastering such games.
AIs that can play StarCraft II or poker, both of which feature uncertainty
and require a sophisticated understanding of rival players in the game, have
also recently exceeded the performance of all humans.[86] The only
exceptions (for now) are board games that require very high linguistic
competencies. Diplomacy is perhaps the best example of this—a world
domination game that is impossible for a player to win through luck or skill,
and forces players to talk to one another.[87] To win, you have to be able to
convince people that moves that help you will be in their own self-interest.
So an AI that can consistently dominate Diplomacy games will likely have
also mastered deception and persuasion more broadly. But even at
Diplomacy, AI made impressive progress in 2022, most notably Meta’s
CICERO, which can beat many human players.[88] Such milestones are now
being reached almost every week.

The same deep-learning capabilities that dominate games with ease can
also be applied to performance in complex real-world situations. Basically
what we need is a simulator that can replicate the domain about which the
AI is trying to learn—such as the varied and ambiguity-filled experience of
driving a car. All kinds of things can happen while you’re behind the wheel,
from another car suddenly stopping in front of you or coming toward you
the wrong way to a child chasing a ball into the street. To address this, the
Alphabet subsidiary Waymo created self-driving software for its



autonomous cars but initially had a human monitor participate in all the
rides.[89] Every aspect of these rides was recorded, and from that survey a
very comprehensive simulator was created. Now that the actual vehicles
have recorded well over 20 million miles (at the time of this writing),[90]

simulated cars can travel billions of miles training in this realistic virtual
space.[91] With the accumulation of this vast experience, an actual self-
driving car will ultimately be able to perform much, much better than
human drivers. Similarly, as described further in chapter 6, AI is using a
range of novel simulation techniques to make better predictions about how
proteins fold. This is one of the most challenging problems in biology and
solving it is opening the door to discovering breakthrough medicines.

Yet while MuZero can conquer many different games, its achievements
are still relatively narrow—it can’t write a sonnet or comfort the sick. In
order to reach the breathtaking generality of the human neocortex, AI will
need to master language. It is language that enables us to connect vastly
disparate domains of cognition and allows high-level symbolic transfer of
knowledge. That is, with language we don’t need to see a million examples
of raw data to learn something—we can dramatically update our knowledge
just by reading a single-sentence summary.

The fastest progress in this area is now coming from approaches that
process language by using deep neural nets to represent the meanings of
words in a (very) many-dimensional space. There are several mathematical
techniques for doing this, but the upshot is that they allow the AI to
discover the meaning of language without any of the hard-coded linguistic
rules that a symbolic approach would require. As one example, we can
construct a multilayer feed-forward neural net and find billions (or trillions)
of sentences to train it. These can be gathered from public sources on the
web. The neural net is then used to assign each sentence a point in 500-
dimensional space (that is, a list of 500 numbers, though this number is
arbitrary; it can be any substantial large number). At first, the sentence is
given a random assignment for each of the 500 values. During training, the
neural net adjusts the sentence’s place within the 500-dimensional space
such that sentences that have similar meanings are placed close together;



dissimilar sentences will be far away from one another. If we run this
process for many billions of sentences, the position of any sentence in the
500-dimensional space will indicate what it means by virtue of what it is
close to.

In this way the AI learns meaning not from a grammatical rule book or
dictionary but rather from the contexts that words are actually used in. For
example, it would learn that the word “jam” has distinct homonyms by
virtue of the fact that in some contexts people talk about eating jam, and in
others they jam with electric guitars, but nobody talks about eating electric
guitars. With the exception of the tiny fraction of our vocabularies we
formally learn in school or look up explicitly, this is exactly how humans
learn all the words we know. And AI has already expanded its associative
powers beyond the realm of text. A 2021 OpenAI project called CLIP is a
neural network trained to link images to text that describes them. As a
result, nodes in CLIP are able to “respond to the same concept whether
presented literally, symbolically, or conceptually.”[92] For example, the
same node may fire in response to a photo of a spider, a drawing of Spider-
Man, or the word “spider.” This is exactly how the human brain processes
concepts across contexts, and it is a major leap forward for AI.

Another variation of this method is a 500-dimensional space that carries
sentences in every language. Thus, if you want to translate a sentence from
one language to another, you just look for another sentence in the target
language at the closest point in this hyperdimensional space. You can also
find other sentences that are reasonably close to your intended meaning by
looking at other nearby sentences in the space. A third option is to create
two paired 500-dimensional spaces, where one of the spaces reveals the
answers to questions in the first space. This requires assembling billions of
sentences for which one is a response to the other. A further expansion of
this concept is to create a “Universal Sentence Encoder,”[93] which my team
at Google created to embed each sentence in a dataset with thousands of
detected features such as “ironic,” humorous,” or “positive.” AI trained on
this richer data learns not just to mimic how humans use language but also
to grasp deeper semantic features that may not be apparent from the literal



meaning of the words in a sentence. This meta-knowledge makes for fuller
understanding.

We have been creating a variety of applications at Google that use and
produce conversational language based on these principles. A prominent
one is Gmail Smart Reply.[94] If you have Gmail, you will notice that it
provides you with three suggestions to respond to each email. The
responses take into consideration not just the email you are responding to
but all of the other emails in that chain, the subject line, and other
indications of whom you are writing to. All these elements of your email
require precisely this type of multidimensional representation of each point
in the conversation. This is a combination of a multilayered feed-forward
neural network with a hierarchical representation of language content that
represents the back-and-forth of the dialogue. Gmail Smart Reply felt
awkward to some at first but quickly gained acceptance by users for its
naturalness and convenience, and now it accounts for a significant minority
of all Gmail traffic.

Another Google capability based on this approach was called Talk to
Books. (It was available as an experimental standalone service from 2018 to
2023.) Once you had Talk to Books loaded, you could simply ask it a
question. The software reviewed every sentence (all 500 million of them) in
more than 100,000 books in half a second. It then provided you with the
best answers to your question. This was not an application of normal
Google Search, which finds you relevant links using a combination of
keyword matching, frequency of user clicks, and other measurements, but
instead worked via the actual meaning of your question and the meaning of
each of the 500 million sentences in the 100,000-plus books.

One of the most promising applications of hyperdimensional language
processing is a class of AI systems called transformers. These are deep-
learning models that use a mechanism called “attention” to focus their
computational power on the most relevant parts of their input data—in
much the same way that the human neocortex lets us direct our own
attention toward the information most vital to our thinking. Transformers
are trained on massive amounts of text, which they encode as “tokens”—



usually a combination of parts of words, words, and strings of words. The
model then uses a very large number of “parameters” (billions to trillions,
as I write this) to classify each of the tokens. You can think of parameters as
factors that can be used to make predictions about something.

As a scaled-down example, if I can use only one parameter to predict “Is
this animal an elephant?” I might choose “trunk.” So if the neural net’s
node dedicated to judging whether the animal has a trunk fires (“Yes, it
does”), the transformer would categorize it as an elephant. But even if that
node learns to perfectly recognize trunks, there are some animals with
trunks that aren’t elephants, so the one-parameter model will misclassify
them. By adding parameters like “hairy body,” we can improve accuracy.
Now if both nodes fire (“hairy body” and “trunk”), I can guess that it’s
probably not an elephant but rather a woolly mammoth. The more
parameters I have, and the more granular detail I can capture, the better
predictions I can make.

In a transformer, such parameters are stored as weights between nodes in
the neural net. And in practice, while they sometimes correspond to human-
understandable concepts like “hairy body” or “trunk,” they often represent
highly abstract statistical relationships that the model has discovered in its
training data. Using these relationships, transformer-based large language
models (LLMs) can predict which tokens would be most likely to follow a
certain input prompt by a human. They then convert those back into text (or
images, audio, or video) that humans can understand. Invented by Google
researchers in 2017, this mechanism has powered most of the enormous AI
advances of the past few years.[95]

The key fact to understand is that transformers depend for their accuracy
on huge numbers of parameters. This requires vast amounts of computation
both for training and for usage. OpenAI’s 2019 model GPT-2 had 1.5 billion
parameters,[96] and despite flashes of promise, it did not work very well.
But once transformers got over 100 billion parameters, they unlocked major
breakthroughs in AI’s command of natural language—and could suddenly
answer questions on their own with intelligence and subtlety. GPT-3 used
175 billion in 2020,[97] and a year later DeepMind’s 280-billion-parameter



model Gopher performed even better.[98] Also in 2021, Google debuted a
1.6-trillion-parameter transformer called Switch, making it open-source to
freely apply and build on.[99] Although Switch’s record-breaking size turned
heads, its most important innovation was a technique called “mixture of
experts.” With this approach, the transformer is able to focus more
efficiently on using the most relevant parts of the model for a given task.
This is important progress toward preventing computational costs from
spiraling out of control as models get ever larger.

So why is scale so important? In short, it lets models access deeper
features of their training data. Smaller models do relatively well when the
task is something narrow like using historical data to predict temperatures.
But language is fundamentally different. Because the number of ways to
start a sentence is essentially infinite, even if a transformer has been trained
on hundreds of billions of tokens of text, it can’t simply memorize verbatim
quotes to complete it. Instead, with many billions of parameters, it can
process the input words in the prompt at the level of associative meaning
and then use the available context to piece together a completion text never
before seen in history. And because the training text features many different
styles of text, such as question-and-answer, op-ed pieces, and theatrical
dialogue, the transformer can learn to recognize the nature of the prompt
and generate an output in the appropriate style. While cynics may dismiss
this as a fancy trick of statistics, because those statistics are synthesized
from the combined creative output of millions of humans, the AI attains
genuine creativity of its own.

GPT-3 was the first such model to be commercially marketed and to
display this creativity in a way that impressed its users.[100] For example,
scholar Amanda Askell prompted it with a passage from philosopher John
Searle’s famous “Chinese room argument.”[101] This thought experiment
observes that a non-Chinese-speaking human translating the language by
manually operating a computer translation algorithm with pen and paper
wouldn’t understand the stories being translated. Thus, how could an AI
running the same program be said to truly understand? GPT-3 responded,
“It is obvious that I do not understand a word of the stories,” explaining that



the translation program is a formal system that “does not explain
understanding any more than a cookbook explains a meal.” This metaphor
had never appeared anywhere before but rather appears to be a new
adaptation of philosopher David Chalmers’s metaphor that a recipe does not
fully explain the properties of a cake. This is precisely the sort of
analogizing that helped Darwin discover evolution.

Another capability unlocked by GPT-3 was stylistic creativity. Because
the model had enough parameters to deeply digest a staggeringly large
dataset, it was familiar with virtually every kind of human writing. Users
could prompt it to answer questions about any given subject in a huge
variety of styles—from scientific writing to children’s books, poetry, or
sitcom scripts. It could even imitate specific writers, living or dead. When
computer programmer Mckay Wrigley asked GPT-3 to answer “How do we
become more creative?” in the style of pop psychologist Scott Barry
Kaufman, it gave a novel answer that the real Kaufman acknowledged
“definitely sounds like something I would say.”[102]

In 2021 Google introduced LaMDA, which was optimized to focus on
lifelike open-ended conversation.[103] If you told LaMDA to answer
questions in character as a Weddell seal, for example, it would give
coherent, playful answers from a seal’s perspective—telling a would-be
hunter, “Haha good luck. Hope you don’t freeze before you take a shot at
one of us!”[104] This demonstrated the kind of contextual knowledge that
had long eluded AI.

Another startling advance in 2021 was multimodality. Previous AI
systems had generally been limited to inputting and outputting one kind of
data—some AI focused on recognizing images, other systems analyzed
audio, and LLMs conversed in natural language. The next step was
connecting multiple forms of data in a single model. So OpenAI introduced
DALL-E (a pun on surrealist painter Salvador Dalí and the Pixar movie
WALL-E),[105] a transformer trained to understand the relationship between
words and images. From this it could create illustrations of totally novel
concepts (e.g., “an armchair in the shape of an avocado”) based on text
descriptions alone. In 2022 came its successor, DALL-E 2,[106] along with



Google’s Imagen and a flowering of other models like Midjourney and
Stable Diffusion, which quickly extended these capabilities to essentially
photorealistic images.[107] Using a simple text input like “a photo of a fuzzy
panda wearing a cowboy hat and black leather jacket riding a bike on top of
a mountain,” the AI can conjure up a whole lifelike scene.[108] This
creativity will transform creative fields that recently seemed strictly in the
human realm.

In addition to generating marvelous images, these multimodal models
also achieved a more fundamental breakthrough. In general, models like
GPT-3 exemplify “few-shot learning.” That is, after being trained, they can
get a fairly small sample of text and cogently complete it. This is the
equivalent of showing an image-focused AI only five images of something
unfamiliar, like unicorns (instead of five thousand or five million, as
previous methods required), and getting it to recognize new unicorn images,
or even create unicorn images of its own. But DALL-E and Imagen took
this a dramatic step further by excelling at “zero-shot learning.” DALL-E
and Imagen could combine concepts they’d learned to create new images
wildly different from anything they had ever seen in their training data.
Prompted by the text “an illustration of a baby daikon radish in a tutu
walking a dog,” DALL-E spat out adorable cartoon images of exactly that.
Likewise for “a snail with the texture of a harp.” It even created “a
professional high quality emoji of a lovestruck cup of boba”—complete
with heart eyes beaming above the floating tapioca balls.

Zero-shot learning is the very essence of analogical thinking and
intelligence itself. It demonstrates that the AI isn’t just parroting back what
we feed it. It is truly learning concepts with the ability to creatively apply
them to novel problems. Perfecting these capabilities and expanding them
across more domains will be a defining artificial intelligence challenge of
the 2020s.

In addition to zero-shot flexibility within a given type of task, AI models
are also rapidly gaining cross-domain flexibility. Just seventeen months
after MuZero demonstrated mastery across numerous games, DeepMind
unveiled Gato—a single neural network that can tackle tasks ranging from



playing video games or chatting via text to captioning images or controlling
a robot arm.[109] None of these capabilities are new in themselves, but
combining them into one unified brainlike system is a big step toward
human-style generalization and portends very rapid progress ahead. In The
Singularity Is Near, I predicted that we would combine thousands of
individual skills into one AI before a successful Turing test would be
accomplished.

One of the most powerful tools for flexibly applying human intelligence
is computer programming—indeed, that’s how we created AI in the first
place. In 2021, OpenAI debuted Codex, which could take natural-language
prompts from users and translate them into working code in a variety of
languages like Python, JavaScript, and Ruby.[110] In minutes, someone with
no programming experience could type out what they wanted the program
to do and create a simple game or application. DeepMind’s 2022 model
AlphaCode[111] boasted even greater coding proficiency, and by the time
you read this, still more powerful programming AIs will be available. Such
capabilities will unleash staggering amounts of human potential over the
next few years as coding skill ceases to be a requirement for implementing
creative ideas through software.

Despite all the achievements of the models I’ve just described, though,
they have all struggled when faced with complex tasks and no human
guidance to intercede. Even if they could complete all the subtasks
individually, it was hard for them to figure out how everything was
supposed to fit together. In April 2022, Google’s 540-billion-parameter
PaLM model achieved stunning progress on this problem, particularly in
two areas fundamental to our own intelligence: humor and inferential
reasoning.[112]

Humor seems quintessentially human because it draws on so many
different elements. To “get” any given joke, we may have to understand
concepts like wordplay, irony, or common experiences people share. Often,
several of these concepts are combined in complex ways. This is why jokes
are often hard to translate across languages and cultures. PaLM was able to
read jokes and accurately explain why they’re funny. For example, it was



given the following input: “I was supposed to start writing the paper at 5:00
PM. But then I started playing with this cool new language model for 10
minutes. 10 minutes later, it’s suddenly 9:30 PM!”[113] It gave this perfect
exposition:

This joke is about how time flies when you’re having fun. The
person was supposed to start writing a paper at 5:00 PM, but they
started playing with a language model instead. They thought they
were only playing with it for 10 minutes, but it was actually 4.5
hours.[114]

Even more importantly, PaLM could explain how it reached conclusions
via “chain-of-thought” reasoning, although not yet (at least as of 2023) as
deeply as what humans can do. This is what teachers want when they assign
essays—the goal isn’t just parroting a correct answer; it’s demonstrating
deeper understanding by building up a coherent sequence of inferences
step-by-step. Too often, though, large language models are so opaque that
nobody can figure out how they arrived at a particular output. So by
clarifying this process, PaLM both provides more trustworthy results and
helps software engineers diagnose the exact problem when it makes an
error. It also turns out that breaking down questions into smaller chunks
helps PaLM correctly answer highly complex questions that would be
challenging for even a bright human:[115]

“Input: Michael is at that really famous museum in France looking at
its most famous painting. However, the artist who made this painting
just makes Michael think of his favorite cartoon character from his
childhood. What was the country of origin of the thing that the
cartoon character usually holds in his hand?”

“Model Output: The most famous painting in the Louvre is the
Mona Lisa. The artist who made the Mona Lisa is Leonardo da
Vinci. Leonardo da Vinci is also the name of the main character in



the cartoon Teenage Mutant Ninja Turtles. Leonardo da Vinci is from
Italy. The thing that Leonardo da Vinci usually holds in his hand is a
katana. The country of origin of the katana is Japan. The answer is
‘Japan’.”
In November 2022, OpenAI launched an interface called ChatGPT,

which allowed the general public for the first time to easily interact with an
LLM—a model known as GPT-3.5.[116] Within two months, 100 million
people had tried it, likely including you.[117] Because the system could
generate many fresh and varied answers to a given question, it became a big
disruptor in education as students used ChatGPT to write their essays, while
teachers lacked a reliable way to detect cheating (though some promising
tools exist).[118]

Then, in March of 2023, GPT-4 was rolled out for public testing via
ChatGPT. This model achieved outstanding performance on a wide range of
academic tests such as the SAT, the LSAT, AP tests, and the bar exam.[119]

But its most important advance was its ability to reason organically about
hypothetical situations by understanding the relationships between objects
and actions—a capability known as world modeling.

This allows it to not just answer questions like complicated physics
problems, but to reason accurately about what would happen if the laws of
physics were changed in a certain way. It can also envision situations from
the perspective of different characters; for example, it can recognize that
two people looking at numbers from opposite directions will see them
reversed. Or it can look at an image of balloons held down by a weight and
recognize that if the strings were cut, the balloons would fly away.[120]

GPT-4 even keeps track of objects spatially over time, such as in this
example by security engineer Daniel Feldman:

Prompt: “I’m in my house. On top of my chair in the living room is a
coffee cup. Inside the coffee cup is a thimble. The thimble does not
fit snugly inside of the coffee cup. Inside the thimble is a single
diamond. I move the chair to my bedroom. Then I put the coffee cup
on the bed. Then I turn the cup upside down. Then I return it to



rightside-up, and place the coffee cup on the kitchen counter. Where
is my diamond?”

Answer: “When you turned the coffee cup upside down on your
bed, the diamond inside the thimble would have likely fallen out
onto the bed. The diamond is now on your bed.”[121]

As I completed this book in the middle of 2023, the latest major
innovation was PaLM-E—a Google system that combines the reasoning
ability of PaLM with embodiment in a robot.[122] This system is able to take
natural-language instructions and carry them out in a complex physical
environment. For example, when told to “bring me the rice chips from the
drawer,” PaLM-E was able to navigate through a kitchen, find the chips,
pick them up, and deliver them successfully. Such abilities will rapidly
expand AI’s reach into the real world.

AI progress is now so fast, though, that no traditional book can hope to
be up to date. The logistical steps of laying out and printing a book take
nearly a year, so even if you purchased this volume as soon as it was
published, many astonishing new advances will surely have been made by
the time you read this. And AI will likely be woven much more tightly into
your daily life. The old links-page paradigm of internet search, which lasted
for about twenty-five years, is rapidly being augmented with AI assistants
like Google’s Bard (powered by the Gemini model, which surpasses GPT-4
and was released as this book entered final layout) and Microsoft’s Bing
(powered by a variant of GPT-4).[123] Meanwhile, application suites like
Google Workspace and Microsoft Office are integrating powerful AI that
will make many kinds of work smoother and faster than ever before.[124]

Scaling up such models closer and closer to the complexity of the human
brain is the key driver of these trends. I have long believed that the amount
of computation is key to providing intelligent answers, but up until recently
this view was not widely shared and could not be demonstrated. About three
decades ago, in 1993, I had a debate with my own mentor Marvin Minsky. I
argued that we needed about 1014 calculations per second to begin to
emulate human intelligence. Minsky, for his part, maintained that the
amount of computation was not important, and that we could program a



Pentium (the processor in a desktop computer from 1993) to be as
intelligent as a human. Because we had such different opinions on this, we
held a public debate at MIT’s primary debate hall (Room 10-250), attended
by several hundred students. Neither of us was able to win that day, as I did
not have enough computation to demonstrate intelligence and he did not
have the right algorithms.

Yet the connectionist breakthroughs of 2020–2023 have made clear that
the amount of computation is key to achieving sufficient intelligence. I
started in AI around 1963, and it has taken sixty years to reach this level of
computation. The amount of computation used to train a state-of-the-art
model is now increasing by about a factor of four each year—and
capabilities are rapidly maturing.[125]

WHAT DOES AI STILL NEED TO ACHIEVE?

As the past few years demonstrate, we are already well on our way to re-
creating the capabilities of the neocortex. Today, AI’s remaining
deficiencies fall into several main categories, most notably: contextual
memory, common sense, and social interaction.

Contextual memory is the ability to keep track of how all the ideas in a
conversation or written work dynamically fit together. As the size of the
relevant context increases, the number of relationships among ideas grows
exponentially. Recall the complexity ceiling idea from earlier in this chapter
—similar math makes it very computation-intensive to increase the context
window that a large language model can handle.[126] If there are ten
wordlike ideas (i.e., tokens) in a given sentence, the number of possible
relationships among subsets of them is 210–1, or 1,023. If there are fifty
such ideas in a paragraph, that’s 1.12 quadrillion possible contextual
relationships among them! Although the vast majority of these are
irrelevant, the demands of remembering the context for an entire chapter or
book by brute force spiral rapidly out of control. This is why GPT-4 forgets



things you told it earlier in the conversation, and why it can’t write a novel
with a consistent and logical plot.

The good news is twofold: researchers are making great progress in
designing AI that can focus more efficiently on relevant context data, and
exponential price-performance improvements mean that the cost of
computation will probably fall by more than 99 percent within a decade.
[127] Further, algorithmic improvements and AI-specific hardware
specialization mean that price-performance for LLMs is likely to increase
much faster than that.[128] For perspective, from August 2022 to March
2023 alone, the price of input/output tokens via the GPT-3.5 application
programming interface fell by 96.7 percent![129] This trend will likely
accelerate as AI is used directly in optimizing chip design, which has
already begun.[130]

The next area of deficiency is common sense. This is the ability to
imagine situations and anticipate their consequences in the real world. For
example, even though you’ve never studied what would happen if gravity
suddenly stopped working in your bedroom, you can readily picture that
hypothetical and predict what might result. This kind of reasoning is also
important for causal inference. If you have a dog and come home to find a
broken vase, you can infer what happened. Despite ever-more-frequent
flashes of insight, AI still struggles with this because it doesn’t yet have a
robust model of how the real world works, and training data rarely includes
such implicit knowledge.

Finally, social nuances like an ironic tone of voice are not well
represented in the text databases that AI still mostly trains on. Without such
understanding, it’s hard to develop a “theory of mind”—an ability to
recognize that others have beliefs and knowledge different from ours, put
ourselves in their shoes, and infer their motivations. Yet AI is now making
rapid strides in this area. In 2021, Google Fellow Blaise Agüera y Arcas
reported presenting LaMDA with a classic scenario used to test theory of
mind in child psychology.[131] In the scenario, Alice forgets her glasses in a
drawer and leaves the room. While she’s away, Bob takes her glasses out of
the drawer and hides them under a cushion. The question: Where will Alice



look for the glasses when she comes back into the room? LaMDA correctly
answered that she will look in the drawer. Within two years PaLM and
GPT-4 were correctly answering many theory-of-mind questions. This
capability will afford AI crucial flexibility. A human Go champion can play
the game very well but can also monitor how other people nearby are doing
and make jokes when appropriate, or be flexible and stop the game if
someone needs medical attention.

My optimism about AI soon closing the gap in all these areas rests on
the convergence of three concurrent exponential trends: improving
computing price-performance, which makes it cheaper to train large neural
nets; the skyrocketing availability of richer and broader training data, which
allows training computation cycles to be put to better use; and better
algorithms that enable AI to learn and reason more efficiently.[132] Although
computation speeds for the same cost have been doubling roughly every 1.4
years on average since 2000, the actual growth in the total computations
(“compute”) used to train a state-of-the-art artificial intelligence model has
been doubling every 5.7 months since 2010. This is around a ten-billion-
fold increase.[133] By contrast, during the pre-deep-learning era, from 1952
(the demonstration of one of the first machine learning systems, six years
before the Perceptron’s groundbreaking neural network) to the rise of big
data, around 2010, there was a nearly two-year doubling time (which
roughly tracked with Moore’s law) in the amount of compute to train a top
AI.[134]

Put another way, if the 1952–2010 trend had continued to 2021, compute
would have increased by a factor of less than 75 instead of some ten-billion-
fold. This has been much faster than improvements in overall computing
price-performance. So the cause isn’t a major hardware revolution. Instead,
it’s mainly two factors. First, AI researchers have been innovating new
methods in parallel computing—so that greater numbers of chips can work
together on the same machine-learning problem. Second, as big data has
made deep learning more useful, investors around the world have been
pouring ever greater amounts of money into the field, hoping to achieve
breakthroughs.



Chart by Anderljung et al., based on 2022 data from Sevilla et al., building on
previous 2018 research on AI and compute by Amodei and Hernandez of
OpenAI.[135]

The resulting growth in total spending on training reflects the ballooning
scope of useful data. It has only been in the past few years that we can
affirmatively state the following: any kind of skill that generates clear
enough performance feedback data can be turned into a deep-learning
model that propels AI beyond all humans’ abilities.

Human skills vary widely in the accessibility of their training data.
Some skills are both easy to assess in quantitative terms and easy to gather
all the relevant data on. For example, in playing chess, there are clear
outcomes of win, loss, or draw, and Elo ratings that provide a quantitative
measure of an opponent’s strength. And chess data is easy to gather because
games involve no ambiguity and can be represented as a mathematical
sequence of moves. Other skills are easy to quantify in principle, but data



collection and analysis is more challenging. Arguing a legal case in court
leads to clear win-or-loss outcomes, but it is hard to disentangle how much
the lawyer’s skill contributed to these outcomes compared to factors like the
strength of the case or juror bias. And in some instances, it’s not even clear
how to quantify the skill—for example, quality of poetry writing or how
suspenseful a mystery novel is. Yet even in these latter examples, proxy
measures could plausibly be used to train AI. Poetry readers might provide
scored 0–100 assessments of how beautiful a poem seemed to them, or
fMRI could show how much their brains lit up. Heart rate data or cortisol
levels might reveal readers’ reactions to suspense. The takeaway is that,
with a sufficient amount of data, imperfect and indirect metrics can still
guide AI toward improvement. Finding these metrics takes creativity and
experimentation.

While a neocortex can have some idea of what a training set is all about,
a well-designed neural net can extract insights beyond what biological
brains can perceive. From playing a game to driving a car, analyzing
medical images, or predicting protein folding, data availability provides an
increasingly clear path to superhuman performance. This is creating a
powerful economic incentive to identify and collect kinds of data that were
previously considered too difficult to bother with.

It can be useful to think about data as a bit like petroleum. Oil deposits
exist along a continuum of extraction difficulty.[136] Some oil gushes out of
the ground under its own pressure, ready to refine and cheap to produce.
Other deposits need expensive deep drilling, hydraulic fracturing, or special
heating processes to extract it from shale rock. When oil prices are low,
energy companies extract oil only from the cheap and easy sources, but as
prices rise it becomes economically viable to exploit the tougher-to-access
deposits.

In a similar way, when the benefits of big data were relatively small,
companies collected it only in cases where it was relatively cheap to do so.
But as machine-learning techniques advance and compute becomes cheaper,
the economic value (and often the social value) of many harder-to-access
kinds of data will increase. Indeed, thanks to accelerating innovations in big



data and machine learning, our ability to gather, store, classify, and analyze
data about human skills has grown enormously in just the past year or two.
[137] “Big data” has become a buzzword in Silicon Valley, but the
fundamental advantage of this technology is very real: it has become
practical to use machine-learning techniques that would simply not work
with smaller amounts of data. This is going to happen during the 2020s for
almost every human skill that exists.

Thinking of AI progress in terms of discrete abilities highlights an
important fact. We often speak of human-level intelligence as a monolithic,
singular thing—something that an AI either has or doesn’t have. But it’s far
more useful and accurate to view human intelligence as a thick bundle of
different cognitive abilities. Some of these, like the ability to recognize
ourselves in a mirror, we share with smart animals like elephants and
chimpanzees. Others, like composing music, are limited to humans but vary
wildly from person to person. Not only do cognitive abilities differ; they
can also differ sharply within an individual. Someone may be a
mathematical genius but a terrible chess player, or have a photographic
memory but struggle with social interaction. Dustin Hoffman’s character in
Rain Man illustrates this memorably.

So when AI researchers talk about human-level intelligence, it generally
means the ability of the most skilled humans in a particular domain. In
some areas, the gap between the average human and the most skilled human
is not very large (e.g., recognizing letters in their native language’s
alphabet), while in others the gap yawns very wide indeed (e.g., theoretical
physics). In the latter cases, there may be a substantial time lag between AI
reaching average human ability and superhuman ability. It remains an open
question which skills will ultimately prove hardest for AI to master. It might
turn out, for example, that in 2034 AI can compose Grammy-winning songs
but not write Oscar-winning screenplays, and can solve Millennium Prize
Problems in math but not generate deep new philosophical insights. So
there may well be a significant transitional period during which AI has
passed the Turing test and is superhuman in most respects, but still has not
surpassed the top humans in a few key skills.



For the purpose of thinking about the Singularity, though, the most
important fiber in our bundle of cognitive skills is computer programming
(and a range of related abilities, like theoretical computer science). This is
the main bottleneck for superintelligent AI. Once we develop AI with
enough programming abilities to give itself even more programming skill
(whether on its own or with human assistance), there’ll be a positive
feedback loop. Alan Turing’s colleague I. J. Good foresaw as early as 1965
that this would lead to an “intelligence explosion.”[138] And because
computers operate much faster than humans, cutting humans out of the loop
of AI development will unlock stunning rates of progress. Artificial
intelligence theorists jokingly refer to this as “FOOM”—like a comic book–
style sound effect of AI progress whizzing off the far end of the graph.[139]

Some researchers, like Eliezer Yudkowsky, see this as more likely to
happen extremely fast (a “hard takeoff” in minutes to months), while others,
like Robin Hanson, think it will be relatively more gradual (a “soft takeoff”
over years or longer).[140] I fall somewhere in the middle. My view is that
physical constraints on hardware, resources, and real-world data suggest
limits to the speed of FOOM but that we should nonetheless take
precautions to avoid a potential hard takeoff going wrong. Relating this
back to human cognitive abilities, once we trigger an intelligence explosion,
any abilities that are harder for AI than self-improving programming will
also be achieved in short order.

With machine learning getting so much more cost-efficient, raw
computing power is very unlikely to be the bottleneck in achieving human-
level AI. Supercomputers already significantly exceed the raw
computational requirements to simulate the human brain. Oak Ridge
National Laboratory’s Frontier, the world’s top supercomputer as of 2023,
[141] can perform on the order of 1018 operations per second. This is already
on the order of 10,000 times as much as the brain’s likely maximum
computation speed (1014 operations per second).[142]

My 2005 calculations in The Singularity Is Near noted 1016 operations
per second as an upper bound on the brain’s processing speed (as we have



on the order of 1011 neurons with on the order of 103 synapses each firing
on the order of 102 times per second).[143] But as I noted then, this was a
high estimate to be conservative. In reality, the computation done in an
actual brain will ordinarily be much less than this. A range of further
research over the past two decades has shown that neurons fire orders of
magnitude more slowly—not two hundred times a second, which is around
their theoretical maximum, but closer to once a second.[144] In fact, the AI
Impacts project estimated, based on the brain’s energy consumption, that
the average neuron fires only 0.29 times per second—implying that total
brain computation could be as low as around 1013 operations per second.
[145] This matches Hans Moravec’s seminal estimate, in his 1988 book Mind
Children: The Future of Robot and Human Intelligence, which used a
totally different methodology.[146]

This still assumes that every neuron is necessary for working human
cognition, which we know isn’t true. There is a large (but still poorly
understood) degree of parallelism in the brain, with individual neurons or
cortical modules doing redundant work (or work that at least could be
duplicated elsewhere). This is evidenced by people’s ability to make a full
functional recovery after a stroke or brain injury destroys part of their brain.
[147] Thus, the computational demands of simulating the cognitively relevant
neural structures in our brains are probably even lower than the preceding
estimates. And so 1014 looks conservative as a most likely range. If brain
simulation requires computational power in that range, as of 2023, about
$1,000 worth of hardware can already achieve this.[148] Even if it turns out
to require 1016 operations per second, $1,000 of hardware will probably be
able to reach that by about 2032.[149]

These estimates are based on my view that a model based only on the
firing of neurons can achieve a working brain simulation. It is nonetheless
conceivable—though this is a philosophical question that can’t be
scientifically tested—that subjective consciousness requires a more detailed
simulation of the brain. Perhaps we would need to simulate the individual
ion channels inside neurons, or the thousands of different kinds of



molecules that may influence the metabolism of a given brain cell. Anders
Sandberg and Nick Bostrom of Oxford’s Future of Humanity Institute
estimated that these higher levels of resolution would require 1022 or 1025

operations per second, respectively.[150] Even in the latter case, they
projected that a $1 billion (in 2008 dollars) supercomputer could achieve
this by 2030, and be able to simulate every protein in every neuron by 2034.
[151] In time, of course, exponential price-performance gains would
drastically reduce those costs.

What you should take away from all this is that even wildly altering our
assumptions does not change the essential message of the forecast:
computers will be able to simulate human brains in all the ways we might
care about within the next two decades or so. This isn’t something a century
away that our great-grandchildren will have to figure out. We are going to
accelerate the extension of our life spans starting in the 2020s, so if you are
in good health and younger than eighty, this will likely happen during your
lifetime. As another point of perspective, children born today will likely see
the Turing test passed while they are in elementary school and see even
richer brain emulation achieved when they are of college age. One final
comparison is that I am completing this book in 2023, which, even under
pessimistic assumptions, is probably closer to full brain emulation being
feasible than it is to 1999, when I first made many of these predictions in
The Age of Spiritual Machines.

PASSING THE TURING TEST

With AI gaining major new capabilities every month and price-performance
for the computation that powers it soaring, the trajectory is clear. But how
will we judge when AI has finally reached human-level intelligence? The
Turing test procedure described at the beginning of this chapter allows us to
treat this as a rigorous scientific question. Turing did not specify various
details of the test, such as how long the human judges would have to



interview the contestants and what capabilities the judges should have. On
April 9, 2002, personal computing pioneer Mitch Kapor and I engaged in
the first “Long Now” bet, concerning whether or not such a Turing test
would be passed by 2029.[152] It introduced a series of issues such as
defining how much cognitive enhancement a human could have (to be a
judge or a human foil) and still be considered a human.

The reason a well-defined empirical test is necessary is that, as
mentioned previously, humans have a powerful tendency to redefine
whatever artificial intelligence achieves as not really so hard in hindsight.
This is often referred to as the “AI effect.”[153] Over the seven decades
since Alan Turing devised his imitation game, computers have gradually
surpassed humans in many narrow areas of intelligence. But they’ve always
lacked the breadth and flexibility of human intellect. After IBM’s Deep
Blue supercomputer beat world chess champion Garry Kasparov in 1997,
many commentators dismissed the accomplishment’s relevance to real-
world cognition.[154] Because chess involves perfect information about the
location of the pieces on the board and their capabilities, and because there
is a relatively small number of possible moves each turn, it is easy to
represent the game mathematically. Thus, beating Kasparov could be
written off as just a fancy trick of math. By contrast, some observers
confidently predicted, computers would never master the kinds of
ambiguous natural-language tasks that are needed to solve crossword
puzzles or compete on the long-running quiz show Jeopardy![155] But
crosswords fell within two years,[156] and less than twelve years after that,
IBM’s Watson went on Jeopardy! and handily defeated the two greatest
human players, Ken Jennings and Brad Rutter.[157]

These matches demonstrate a very important idea about AI and the
Turing test. Based on Watson’s ability to process game clues, buzz in, and
confidently call out correct responses with his synthesized voice, “he”
presented a very convincing illusion that he was thinking in a way that was
very similar to how Ken and Brad were thinking. But that’s not the only
information viewers of the match got. Along the bottom third of the screen,
a display showed Watson’s top three guesses for each clue. Although the



number one guess was almost always correct, the number two and three
guesses weren’t just wrong, they were often laughably wrong—silly errors
that even a very weak human player would never make. For example, in the
category “EU, the European Union,” the clue was “Elected every 5 years, it
has 736 members from 7 parties.”[158] Watson correctly guessed that the
correct response was the European Parliament, with 66 percent confidence.
But Watson’s second guess was “MEPs,” at 14 percent, and his third was
“universal suffrage,” at 10 percent.[159] A human who’d never even heard of
the European Union would know that neither of those could be correct,
simply judging from the syntax of the clue. What this demonstrates is that
even though Watson’s gameplay seemed human, if you dig down just
beneath the surface, it’s clear that the “cognition” Watson was doing was
quite alien to our own.

More recent advances have made AI understand and use natural
language much more fluently. In 2018 Google debuted Duplex, an AI
assistant that spoke so naturally over the phone that unsuspecting parties
thought it was a real human, and IBM’s Project Debater, introduced the
same year, realistically engaged in competitive debate.[160] And as of 2023,
LLMs can write whole essays to human standards. Yet despite this progress,
even GPT-4 is prone to accidental “hallucinations,” wherein the model
confidently gives answers that are not based on reality.[161] For example, if
you ask it to summarize a nonexistent news article, it may confabulate
information that sounds perfectly plausible. Or if you ask it to cite sources
for a true scientific fact, it may cite academic papers that don’t exist. As I
write this, despite the great engineering effort going into curbing
hallucinations,[162] it remains an open question how difficult this problem
will be to overcome. But these lapses highlight the fact that, like Watson,
even these powerful AIs are generating their responses via arcane
mathematical and statistical processes very different from what we would
recognize as our own thought processes.

Intuitively, this feels like a problem. It’s tempting to think that Watson
“ought” to reason like humans do. But I would propose that this is
superstition. In the real world, what matters is how an intelligent being acts.



If different computational processes lead a future AI to make
groundbreaking scientific discoveries or write heartrending novels, why
should we care how they were generated? And if an AI is able to eloquently
proclaim its own consciousness, what ethical grounds could we have for
insisting that only our own biology can give rise to worthwhile sentience?
The empiricism of the Turing test puts our focus firmly where it should be.

Yet while the Turing test will be very useful for assessing the progress of
AI, we should not treat it as the sole benchmark of advanced intelligence.
As systems like PaLM 2 and GPT-4 have demonstrated, machines can
surpass humans at cognitively demanding tasks without being able to
convincingly imitate a human in other domains. Between 2023 and 2029,
the year I expect the first robust Turing test to be passed, computers will
achieve clearly superhuman ability in a widening range of areas. Indeed, it
is even possible that AI could achieve a superhuman level of skill at
programming itself before it masters the commonsense social subtleties of
the Turing test. That remains an unresolved question, but the possibility
shows why our notion of human-level intelligence needs to be rich and
nuanced. The Turing test is certainly a major part of this, but we’ll also need
to develop more sophisticated means of assessing the complex and varied
ways that human and machine intelligence will be similar and different.



This cartoon shows the remaining cognitive tasks that an AI still has to master.
The signs on the floor show tasks that have already been achieved by AI. The
ones on the wall with dotted lines around them are currently being addressed.

Although some people object to using the Turing test as an indicator of
human-level cognition in a machine, my belief is that a true demonstration



of passing a Turing test would be a compelling experience to people who
observed it, and it would convince the public that this was a genuine
intelligence rather than merely mimicry. As Turing said in 1950, “May not
machines carry out something which ought to be described as thinking but
which is very different from what a man does?…[I]f, nevertheless, a
machine can be constructed to play the imitation game satisfactorily, we
need not be troubled by this objection.”[163]

It should be noted that once an AI does pass this strong version of the
Turing test, it actually will have surpassed humans for every cognitive test
that can be expressed through language.[164] AI deficiency in any of these
areas could be exposed by the test. Of course, this assumes clever judges
and sharp human foils. It won’t count to imitate a person who is drunk,
sleepy, or unfamiliar with the language.[165] Likewise, an AI that fools
judges unacquainted with how to probe its capabilities can’t be considered
to have passed a valid test.

Turing said that his test could be used to assess an AI’s abilities in
“almost any one of the fields of human endeavor that we wish to include.”
So a clever human examiner might ask the AI to explain a complex social
situation, draw inferences from scientific data, and write a funny sitcom
scene. Thus, the Turing test is about much more than merely understanding
human language itself—it’s about the cognitive abilities that we express
through language. Of course, a successful AI would also have to avoid
seeming superhuman. If the examinee could provide instant answers to any
trivia question, quickly determine whether huge numbers are prime, and
speak a hundred languages fluently, it would be pretty clear that it’s not a
real human.

Further, an AI that reached this point would also already have many
capabilities that vastly outstrip those of humans—from memory to speed of
cognition. Imagine the cognitive abilities of a system with human-level
reading comprehension but paired with perfect recall of every Wikipedia
article and all the scientific research ever published. Today, AI’s still-limited
ability to efficiently understand language acts as a bottleneck on its overall
knowledge. By contrast, the main constraints on human knowledge are our



relatively slow reading ability, our limited memory, and ultimately our short
life spans. Computers can already process data stunningly faster than
humans—if it takes a human an average of six hours to read a book,
Google’s Talk to Books was about five billion times faster[166]—and can
have effectively unlimited data storage capacity.

ACCELERATING PARADIGMS FOR EVOLUTION OF

INFORMATION PROCESSING

EPOCH MEDIUM TIMESCALE
First Nonliving matter Billions of years

(nonbiological atomic and chemical synthesis)

Second RNA and DNA Millions of years
(until natural selection introduces a new behavior)

Third Cerebellum Thousands to millions of years
(to add complex skills via evolution)

Hours to years
(for very basic learning)

Fourth Neocortex Hours to weeks
(to master complex new skills)

Digital neural nets Hours to days
(to master complex new skills at superhuman levels)

Fifth Brain–computer
interfaces

Seconds to minutes
(to explore ideas unimaginable to present-day humans)

Sixth Computronium < Seconds
(to continually reconfigure cognition toward the limits of
what the laws of physics allow)

When AI language understanding catches up to the human level, it won’t
just be an incremental increase in knowledge, but a sudden explosion of
knowledge. This means that an AI going out to pass a traditional Turing test
is actually going to have to dumb itself down! Thus, for tasks that don’t



require imitating a human, like solving real-world problems in medicine,
chemistry, and engineering, a Turing-level AI would already be achieving
profoundly superhuman results.

To understand where this leads next, we can look to the six epochs
described in the previous chapter, summarized in the table “Accelerating
Paradigms for Evolution of Information Processing” on this page.

EXTENDING THE NEOCORTEX INTO THE CLOUD

So far there have been modest efforts to communicate with the brain using
electronics, either inside or outside the skull. Noninvasive options face a
fundamental trade-off between spatial and temporal resolution—that is,
how precisely they can measure brain activity in space versus time.
Functional magnetic resonance imaging scans (fMRIs) measure blood flow
in the brain as a proxy for neural firing.[167] When a given part of the brain
is more active, it consumes more glucose and oxygen, requiring an inflow
of oxygenated blood. This can be detected down to a resolution of cubic
“voxels” about 0.7 to 0.8 millimeters to a side—small enough to get very
useful data.[168] Yet because there is a lag between actual brain activity and
blood flow, the brain activity can often be measured to within only a couple
of seconds—and can rarely be better than 400 to 800 milliseconds.[169]

Electroencephalograms (EEGs) have the opposite problem. They detect
the brain’s electrical activity directly, so they can pinpoint signals to within
about one millisecond.[170] But because those signals are detected from the
outside of the skull, it’s hard to pinpoint exactly where they came from,
yielding a spatial resolution of six to eight cubic centimeters, which can
sometimes be improved to one to three cubic centimeters.[171]

The trade-off between spatial and temporal resolution in brain scans is
one of the central challenges in neuroscience as of 2023. These limitations
stem from the fundamental physics of blood flow and electricity,
respectively, so even though we may see marginal improvements from AI



and improved sensor technology, they probably won’t be sufficient to allow
a sophisticated brain–computer interface.

Going inside the brain with electrodes avoids the spatial-temporal trade-
off and allows us to not just directly record individual neurons’ activity but
to stimulate them—two-way communication. But putting electrodes inside
the brain with current technology involves making holes in the skull and
potentially damaging neural structures. For this reason, these approaches
have thus far been focused on helping those with disabilities like hearing
loss or paralysis, for whom the benefit would outweigh the risk. The
BrainGate system, for example, enables people with ALS or spinal cord
injuries to operate a computer cursor or a robotic arm with their mind alone.
[172] Yet because such assistive technology can connect to only fairly small
numbers of neurons at once, it can’t process highly complex signals like
language.

Having a thought-to-text technology would be transformative, which has
prompted research aiming to perfect a brain wave–language translator. In
2020 Facebook-sponsored researchers fitted test subjects with 250 external
electrodes and used powerful AI to correlate their cortical activity with
words in spoken sample sentences.[173] From this, with a 250-word sample
vocabulary, they could predict what words the subjects were thinking of
with an error rate as low as 3 percent. This is exciting progress, but
Facebook halted the project in 2021.[174] And it remains to be seen to what
degree this approach will be able to scale up to larger vocabularies (and
therefore more complex signals) as it bumps up against the spatial-temporal
resolution trade-off. At any rate, in order to expand the neocortex itself, we
will still need to master two-way communication with huge numbers of
neurons.

One of the most ambitious efforts to scale up to more neurons is Elon
Musk’s Neuralink, which implants a large set of threadlike electrodes
simultaneously.[175] A test in lab rats demonstrated a readout of 1,500
electrodes, as opposed to the hundreds that have been employed in other
projects.[176] Later, a monkey implanted with the device was able to use it
to play the video game Pong.[177] Following a period of regulatory



challenges, Neuralink received FDA approval to begin human trials in 2023
and, just as this book went to press, implanted its first 1,024-electrode
device in a human.[178]

Meanwhile, the Defense Advanced Research Projects Agency (DARPA)
is working on a long-term project called Neural Engineering System
Design, which aims to create an interface that can connect to one million
neurons for recording and can stimulate 100,000 neurons.[179] The agency
has funded several different research programs to achieve this, such as a
Brown University team working to create sand-size “neurograins” that can
be implanted in the brain, interfacing with neurons and with one another to
create a “cortical intranet.”[180]

Ultimately, brain–computer interfaces will be essentially noninvasive—
which will likely entail harmless nanoscale electrodes inserted into the
brain through the bloodstream.

So how much computation will we need to record? As described
previously, the total amount of computation to simulate a human brain is
probably around 1014 operations per second or less. Note that this is for a
simulation based on the real architecture of a human brain and capable of
passing the Turing test and in all other respects appearing to outside
observers to be a human brain. But it would not necessarily include many
kinds of activity in the brain not required to generate this observable
behavior. For example, it is very doubtful that intracellular details like DNA
repair inside the nucleus of a neuron are relevant to cognition.

Yet even if 1014 operations per second are taking place within the brain,
a brain–computer interface doesn’t need to account for the bulk of these
computations, as they are preliminary activity happening well below the top
layer of the neocortex.[181] Rather, we need to communicate only with its
upper ranges. And we can ignore noncognitive brain processes like
regulating digestion altogether. I would thus estimate that a practical
interface would need only millions to tens of millions of simultaneous
connections.

Achieving such a number will require scaling down the interface
technology to become smaller and smaller—and we’ll increasingly use



advanced AI to solve the formidable engineering and neuroscience
problems that entails. At some point in the 2030s we will reach this goal
using microscopic devices called nanobots. These tiny electronics will
connect the top layers of our neocortex to the cloud, allowing our neurons
to communicate directly with simulated neurons hosted for us online.[182]

This won’t require some kind of sci-fi brain surgery—we’ll be able to send
nanobots into the brain noninvasively through the capillaries. Instead of
human brain size being limited by the need to pass through the birth canal,
it can then be expanded indefinitely. That is, once we have the first layer of
virtual neocortex added, it won’t be a one-shot deal—more layers can be
stacked on top of that one (computationally speaking) for ever more
sophisticated cognition. As this century progresses and the price-
performance of computing continues to improve exponentially, the
computing power available to our brains will, too.

Remember what happened two million years ago, the last time we
gained more neocortex? We became humans. When we can access
additional neocortex in the cloud, the leap in cognitive abstraction will
likely be similar. The result will be the invention of means of expression
vastly richer than the art and technology that’s possible today—more
profound than we can currently imagine.

There’s an inherent limitation in imagining what future means of artistic
expression will be like. But it can be useful to think by analogy to the last
neocortical revolution. Try to imagine what it would be like for a monkey—
a highly intelligent animal with a brain broadly similar to our own—to
watch a movie. The action wouldn’t be totally inaccessible to the monkey. It
would be able to recognize that there are human beings talking on the
screen, for example. But the monkey wouldn’t understand the dialogue or
be able to interpret abstract ideas like “The fact that the characters are
wearing metal suits signifies that the action is imagined to take place during
the Middle Ages.”[183] That’s the kind of jump that the human prefrontal
cortex allowed.

So when we think of art created for people with cloud-connected
neocortices, it’s not just a matter of better CGI effects or even engaging



senses like taste and smell. It’s about radically new possibilities for how the
brain itself processes experiences. For example, actors can now convey
what their character is thinking only through their words and external
physical expressions. But we might eventually have art that puts a
character’s raw, disorganized, nonverbal thoughts—in all their inexpressible
beauty and complexity—directly into our brains. This is the cultural
richness that brain–computer interfaces will enable for us.

It will be a process of co-creation—evolving our minds to unlock deeper
insight, and using those powers to produce transcendent new ideas for our
future minds to explore. At last we will have access to our own source code,
using AI capable of redesigning itself. Since this technology will let us
merge with the superintelligence we are creating, we will be essentially
remaking ourselves. Freed from the enclosure of our skulls, and processing
on a substrate millions of times faster than biological tissue, our minds will
be empowered to grow exponentially, ultimately expanding our intelligence
millions-fold. This is the core of my definition of the Singularity.
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CHAPTER 3

WHO AM I?

WHAT IS CONSCIOUSNESS?

The Turing test and other assessments can reveal much about what it means
to be human in a general way, but the technologies of the Singularity also
compel us to ask what it means to be a particular human. Where does Ray
Kurzweil fit into all this? Now, you may not care all that much about Ray
Kurzweil; you care about yourself, so you can pose the same question about
your own identity. But for me, why is Ray Kurzweil the center of my
experience? Why am I this particular person? Why wasn’t I born in 1903 or
2003? Why am I a male or even a human? There is no scientific reason why
this has to be the case. When we wonder “Who am I?” we’re asking a
fundamentally philosophical question. It’s a question about consciousness.

In How to Create a Mind, I quoted Samuel Butler:

When a fly settles upon the blossom, the petals close upon it and
hold it fast till the plant has absorbed the insect into its system; but
they will close on nothing but what is good to eat; of a drop of rain
or a piece of stick they will take no notice. Curious! that so
unconscious a thing should have such a keen eye to its own interest.
If this is unconsciousness, where is the use of consciousness?[1]

Butler wrote this in 1871.[2] Should we conclude from his observation
that plants are indeed conscious? Or that this specific kind of plant has



consciousness? How would we be able to tell? We say confidently that
another human is conscious, given that his or her ability to communicate
and make decisions is similar to our own. But even that is technically just
an assumption. We can’t detect consciousness or the lack thereof directly.

But what is consciousness? People often use the word “consciousness”
to refer to two different but related concepts. One of these refers to the
functional ability to be aware of one’s surroundings and act as though aware
of both one’s internal thoughts and an external world that’s distinct from
them. By this definition, for example, we might say that a deeply sleeping
person is not conscious, a drunk person is partially conscious, and a sober
person is fully conscious. With the exception of rare cases like “locked-in
syndrome,” it is generally possible to judge the level of another person’s
consciousness from the outside. Even certain behaviors in an animal, like
recognizing itself in a mirror, can shed light on this kind of consciousness.
But when it comes to questions of personal identity like the ones addressed
in this chapter, a second meaning is more relevant: the ability to have
subjective experiences inside a mind—and not merely to give the outward
appearance of doing so. Philosophers call such experiences “qualia.” So
when I say here that we can’t detect consciousness directly, I mean that a
person’s qualia cannot be detected from the outside.

Yet despite its unverifiability, consciousness cannot simply be ignored.
If we examine the basis of our moral system, we realize that our ethical
judgments often hinge on our assessments of consciousness. We view
material objects, no matter how intricate or interesting or valuable, as
important only to the extent that they affect the conscious experience of
conscious beings. The entire debate about animal rights, for example, turns
on the extent to which we believe them to be conscious and what the nature
of that conscious experience is.[3]

Consciousness poses a problem for philosophers. Ethical questions such
as what kinds of beings have rights often hinge on our intuitions about
whether those entities have subjective experiences. But because we cannot
detect these from the outside, we use the other, functional sense of
consciousness as a proxy. This draws by analogy on our own experiences.



Each of us (I can only assume!) has subjective experiences on the inside,
and we know we also have the kind of functional self-awareness that can be
observed by others. Therefore, we assume that when others display
functional consciousness, they must be having interior subjective
experiences, too. Even scientists who argue that subjective consciousness is
irrelevant to empirical thinking nonetheless act as though the people around
them are conscious by being mindful of their experiences.

Yet although we readily extend the presumption of consciousness to our
fellow humans, our intuitions about other animals get weaker the more their
behavior differs from our own. Although dogs and chimpanzees don’t have
fully human-level cognition, their complex and emotional behavior seems
to most people as if it must be matched inside by subjective experience.
What about rodents? They do exhibit some humanlike behaviors, such as
social play and exhibiting fear of danger.[4] A smaller proportion of people
consider rodents to be conscious, and generally regard their subjective
experience as much shallower than that of humans. How about insects?[5]

Fruit flies don’t exactly recite Shakespeare, but they do carry out behaviors
in response to their environment and have brains consisting of about
250,000 neurons. Cockroaches have about 1,000,000. This is only about
0.001 percent as many neurons as the human brain has, though, so there is
much less room for complex and hierarchical networks like our own. And
what about amoebae? These single-celled organisms do not demonstrate
anything resembling the functional kind of consciousness that humans and
higher animals do. Even so, in the twenty-first century, scientists have
gained a better understanding of how even very primitive life forms can
show rudimentary forms of intelligence, such as memory.[6]

There is a sense in which consciousness is binary—does a being
experience any qualia at all?—but I’m referring here to the additional
question of degree. Imagine how your own level of subjective
consciousness differs if you’re experiencing a vague dream, are awake but
drunk or sleepy, or are fully alert. This is the continuum that researchers
wonder about when assessing animal consciousness. And expert opinion is
shifting in favor of more animals having more consciousness than was once



believed. In 2012 a multidisciplinary group of scientists met at the
University of Cambridge to assess the evidence of consciousness among
nonhuman animals. This conference resulted in the signing of the
Cambridge Declaration on Consciousness, which affirms the likelihood that
consciousness is not an exclusively human phenomenon. According to the
declaration, “the absence of a neocortex does not appear to preclude an
organism from experiencing affective states.”[7] The signatories identified
the “neurological substrates that generate consciousness” in “all mammals
and birds, and many other creatures, including octopuses.”[8]

So science tells us that complex brains give rise to functional
consciousness. But what causes us to have subjective consciousness? Some
say God. Others believe consciousness is a product of purely physical
processes. But regardless of consciousness’s origin, both poles of the
spiritual–secular divide agree that it is somehow sacred. How people (and at
least some other animals) became conscious is just a causal argument,
whether it was by a benign divinity or undirected nature. The ultimate
result, however, is not open to debate—anyone who doesn’t acknowledge a
child’s consciousness and capacity for suffering is considered gravely
immoral.

Yet the cause behind subjective consciousness will soon be more than
just a subject of philosophical speculation. As technology gives us the
ability to expand our consciousness beyond our biological brains, we’ll
need to decide what we believe generates the qualia at the core of our
identity, and focus on preserving it. Since observable behaviors are our only
available proxy for inferring subjective consciousness, our natural intuition
closely matches the most scientifically plausible account: namely, that
brains that can support more sophisticated behavior likewise give rise to
more sophisticated subjective consciousness. Sophisticated behavior, as
discussed in the previous chapter, arises from the complexity of information
processing in a brain[9]—and this in turn is largely determined by how
flexibly it can represent information and how many hierarchical layers are
in its network.



This has profound implications for the future of humanity—and, if you
live for the next few decades, for you personally. Remember: all the
intellectual leaps of recorded history have taken place in brains that have
remained structurally the same since the Stone Age. External technology
has now enabled each of us to access the great majority of discoveries made
by everyone else in our species, but we experience them at a level of
consciousness similar to that of our Neolithic ancestors. Yet when we can
augment the neocortex itself, during the 2030s and 2040s, we won’t just be
adding abstract problem-solving power; we will be deepening our
subjective consciousness itself.

ZOMBIES, QUALIA, AND THE HARD PROBLEM OF

CONSCIOUSNESS

There’s something fundamental about consciousness that is impossible to
share with others. When we label certain frequencies of light “green” or
“red,” we have no way of telling whether my qualia—my experience of
green and red—are the same as yours. Maybe I experience green the same
way that you experience red, and vice versa. Yet there’s no means for us to
directly compare our qualia using language or any other method of
communication.[10] In fact, even when it does become possible to directly
connect two brains together, it will be impossible to prove whether the same
neural signals trigger the same qualia for you as for me. So if our red/green
qualia really were reversed from each other, we would be forever unaware
of this.

As I noted in How to Create a Mind, this realization also leads to a more
unsettling thought experiment. What if a person had no qualia at all?
Philosopher David Chalmers (born 1966) calls such hypothetical beings
“zombies”—people who show all the detectable neurological and
behavioral correlates of consciousness but have no subjective experience



whatsoever.[11] Science could never tell the difference between zombies and
normal humans.

One way of highlighting the difference in our ideas about functional
versus subjective consciousness is to consider a dog versus a hypothetical
artificial human if we could be certain that it had no subjective experience
(i.e., a “zombie”). Even though the zombie could demonstrate much more
complex cognition than the dog, most people would probably say that
hurting the dog—which we assume to have subjective consciousness—is
worse than hurting the zombie, which may yelp in pain but which we know
isn’t actually feeling anything. The trouble is that in real life, even in
principle, there is no way to scientifically determine whether another being
has subjective consciousness.

If such zombies are at least theoretically possible, then there must be no
necessary causal connection between qualia and the physical systems (i.e.,
brains or computers) that do the information processing that outwardly
gives the appearance of consciousness. This is what some religious views
say about the soul—that it is a supernatural entity clearly separate from the
body. Such speculation would be beyond the reach of science. But if the
physical systems that underlie cognition necessarily also generate
consciousness—making zombies impossible—there is no coherent way for
science to demonstrate this either. Subjective consciousness is qualitatively
different from the realm of observable physical laws, and it doesn’t follow
that particular patterns of information processing according to these laws
would yield conscious experience at all. Chalmers calls this the “hard
problem of consciousness.” His “easy questions,” such as what happens to
our mind when we are not awake, are among the most difficult in all of
science, but at least they can be studied scientifically.[12]

For the hard problem, Chalmers turns to a philosophical idea he calls
“panprotopsychism.”[13] Panprotopsychism treats consciousness much like
a fundamental force of the universe—one that cannot be reduced to simply
an effect of other physical forces. One might imagine a sort of universal
field that holds the potential for consciousness. In the interpretation of this
view that I hold, it is the kind of information-processing complexity found



in the brain that “awakens” that force into the kind of subjective experience
we recognize. Thus, whether a brain is made of carbon or silicon, the
complexity that would enable it to give the outward signs of consciousness
also endows it with subjective inner life.

Although we’ll never be able to prove this scientifically, there will be a
powerful ethical imperative to act as though it is true. Put another way, if
there’s a plausible chance that an entity you mistreat might be conscious,
the safest moral choice is to assume that it is rather than risk tormenting a
sentient being. That is, we should act as though zombies are impossible.

Thus, from a panprotopsychist point of view, the Turing test would not
just serve to establish human-level functional capability but would also
furnish strong evidence for subjective consciousness and, thus, moral rights.
While the legal implications of conscious artificial intelligence are
profound, I doubt that our political system will adapt fast enough to
enshrine such rights in law by the time the first Turing-level AIs are
developed. So initially it will fall to the people developing them to
formulate ethical frameworks that can restrain abuses.

In addition to the ethical reasons for assuming that apparently conscious
beings have consciousness, there is also good theoretical reason to believe
that something like panprotopsychism is the accurate causal explanation for
consciousness. It strikes a middle ground between dualism and physicalism
(or materialism), which have long been the two major schools of thought.
Dualism holds that consciousness arises from some totally separate kind of
stuff than ordinary “dead” matter. Many dualists identify this as a soul. The
problem with this from a scientific perspective is that even if we allow that
a supernatural soul may exist, we lack a promising theory for how it would
affect matter in the observable world (e.g., the neurons in our brains).[14]

The opposite view, physicalism, suggests that consciousness must arise
wholly from certain arrangements of ordinary physical matter in our brains.
Yet even if this view can perfectly describe the functional aspects of how
consciousness works (i.e., explain human intelligence in a way that’s
analogous to how computer science explains AI), it cannot offer any
explanation for the inherently inaccessible-to-science subjective dimension



of consciousness. Panprotopsychism strikes a helpful balance between these
opposite points of view.

DETERMINISM, EMERGENCE, AND THE FREE WILL

DILEMMA

A concept closely related to consciousness is our sense of free will.[15] If
you ask the average person on the street how they understand that term,
their answer will probably include the idea that they must be able to control
their own actions. Our political and judicial systems are based on the
principle that everyone has free will in roughly this sense.

But when philosophers seek a more precise definition, there’s little
agreement on what that term actually means. Many philosophers believe
that the existence of free will requires that the future not be predetermined.
[16] After all, if it’s already certain what will happen in the future, how could
our will be free in any meaningful sense? Yet if “free will” just means that
your actions can be boiled down to totally random processes at the quantum
level, this leaves no room for what most of us would recognize as truly free
will. As English philosopher Simon Blackburn put it, “chance is as
relentless as necessity” in seemingly precluding free will.[17] Rather, a
meaningful concept of free will must somehow synthesize both
deterministic and indeterministic philosophical ideas—avoiding rigid
predictability without devolving into randomness.

An insightful path between these extremes emerges from the work of
physicist and computer scientist Stephen Wolfram (born 1959). His research
has long been influential to my own thinking about the intersection of
physics and computation. In his 2002 book A New Kind of Science,
Wolfram sheds light on phenomena that have both deterministic and
nondeterministic properties—mathematical objects called cellular automata.
[18]



Cellular automata are simple models represented by “cells” that alternate
between states (e.g., black or white, dead or alive) based on one of many
possible sets of rules. These rules specify how each cell will behave based
on the states of nearby cells. This process unfolds over a series of discrete
steps and can produce highly complex behavior. One of the most famous
examples of cellular automata is called Conway’s Game of Life and uses a
two-dimensional grid.[19] Hobbyists and mathematicians have found
numerous interesting shapes that form predictably evolving patterns
according to the rules of Life. Life can even be used to replicate a
functional computer or simulate the software to run and display another
version of itself!

Wolfram’s theory starts with very basic automata—cells in a one-
dimensional line, below which new lines are added sequentially based on a
set of rules and the states of the cells in the preceding line.

Through extensive analysis, Wolfram points out that with some sets of
rules, regardless of the number of steps being considered, you cannot
predict future states without going through each of the intermediate
iterations.[20] There is no shortcut to summarize the result.

The easiest type of rule is rule class 1. One example of this type is rule
222:[21]

For each cell, there are eight possible combinations of states for the
three cells bordering it in the previous step (shown here in the top row). The
rule specifies which state each of these combinations causes in the step that
comes after it (bottom row). Black and white can also be noted as 1 and 0,
respectively.



If we start with a single central black cell and compute the progression
of the cells with one row after another by applying rule 222, we obtain this
result:[22]

So we can see that rule 222 generates a very predictable pattern. If I
were to ask what is the millionth cell—or the million to the millionth cell—
from rule 222, you can just answer “black.” This is how most science is
“supposed to” work: by applying deterministic rules to discern predictable
outcomes.

But rule class 1 is just one type of rule. In Wolfram’s theory, most of the
natural world can be explained by four different classes, distinguished by
the kinds of results they produce. Class 2 and class 3 are somewhat
interesting in that they yield increasingly complex arrangements of the
“black” and “white” cells, but the most fascinating is class 4, exemplified
by rule 110:[23]



If I follow this rule from a single starting black cell, the result is:

If we continue the iterations, we get images like this:[24]



The point here is that there is no way to determine what the thousandth
row will be, or the millionth to the millionth row, other than to compute
them one by one.[25] This means that systems based on class 4 properties—
like our own universe, Wolfram argues—possess an irreducible complexity
that defies the old, reductive versions of determinism. While this
complexity arises out of deterministic programming, in a crucial sense the
programming does not fully explain its richness.

A statistical sampling of individual cells would make their states seem
essentially random, but we can see that each cell’s state results
deterministically from the previous step—and the resulting macro image
shows a mix of regular and irregular behavior. This demonstrates a property
called emergence.[26] In essence, emergence is very simple things,
collectively, giving rise to much more complex things. The fractal structures
in nature, such as the gnarled path of each growing tree limb, the striped
coats of zebras and tigers, the shells of mollusks, and countless other



features in biology, all exhibit a class 4 type of coding.[27] We inhabit a
world that is deeply affected by the kind of patterning found in such cellular
automata—a very simple algorithm producing highly complex behavior
straddling the boundary between order and chaos.

It is this complexity in us that may give rise to consciousness and free
will. Whether you ascribe the underlying programming of your free will to
God or to panprotopsychism or to something else, you are more than the
program itself.

But it isn’t a coincidence that these rules would give rise to
consciousness and such a wide range of other natural phenomena. Wolfram
makes a forceful case that the laws of physics themselves arise from some
kinds of computational rules related to cellular automata. In 2020 he
announced the Wolfram Physics Project—an ambitious ongoing effort to
understand all of physics via a model that is analogous to cellular automata
but more generalized.[28]

This would allow a sort of compromise between classical determinism
and quantum indeterminism. While some parts of the macro-scale world
can be approximated with algorithmic shortcuts—say, to predict where a
satellite will be a million orbits from now—this is not true at the most
fundamental scales. If reality is based on principles like class 4 rules at its
deepest level, we could explain seeming randomness at the quantum scale
in deterministic terms, but there would be no summarizing algorithm that
could “look ahead” and predict the exact state of the entire universe at some
time in the future.[29] This remains speculative, as we don’t yet know
specifically what that full set of rules is. Perhaps a future “theory of
everything” will unify all of this into one coherent explanation, but we’re
not there yet.

With effective prediction out of the question, that leaves simulation, but
the universe couldn’t contain a computer large enough to simulate itself. In
other words, there is no way to unfold reality without letting it actually go
forward.

Later in this chapter, I discuss future possibilities for transferring
consciousness from our biological brains to nonbiological computers. This



raises an important point for clarification. Although it will eventually
become possible to digitally emulate the workings of the brain, this is not
the same as pre-computing it in a deterministic sense. This is because brains
(whether biological or not) are not closed systems. Brains take in input from
the outside world and then manipulate it via astoundingly complex
networks—in fact, scientists have recently identified networks in the brain
that exist in up to eleven dimensions![30] This complexity likely makes use
of rule 110–style phenomena for which there is no way to computationally
“peek ahead” without simulating each step in sequence. And because brains
are open systems, it is impossible to factor unknown future inputs into a
step-by-step simulation. Thus, being able to replicate the function of the
brain does not imply an ability to pre-compute its future states. That may be
a good reason that the universe exists.

Stated differently, if the rules of a universe are based on something like
cellular automata, the only way for them to be expressed would be through
unfolding step-by-step—through reality actually happening. By contrast, if
a universe had rules that were deterministic but without automata-like
emergence, or was based only on randomness, reality wouldn’t necessarily
require the step-by-step unfolding that we actually observe. Further, if
consciousness can emerge only from the kind of order-and-chaos
complexity of class 4 automata, this can be seen as a philosophical
argument for why we exist—without such rules, we wouldn’t be here to
ponder the question.

This opens the door to “compatibilism”—the view that a deterministic
world can still be a world with free will.[31] We can make free decisions
(that is, ones not caused by something else, like another person), even
though our decisions are determined by underlying laws of reality. A
determined world means that we could theoretically look either forward or
backward in time, since everything is determined in either direction. But
under rule 110–style rules, the only way we can perfectly see forward is
through all the steps actually unfolding. And so, viewed through the lens of
panprotopsychism, the emergent processes in our brains aren’t controlling
us; they are us. We arise from deeper forces, but our choices cannot be



known in advance—so we have free will as long as the processes that give
rise to our consciousness are able to be expressed through our actions in the
world.[32]

THE FREE WILL DILEMMA OF MORE THAN ONE BRAIN

PER HUMAN

If we look at how humans have portrayed androids in movies and novels, it
appears that we implicitly share a panprotopsychist imagination—if an AI’s
behavior seems humanlike, even if its cognition is not based on biological
neurons, we will root for it as if it were a subjectively conscious being.

But just as an AI may be composed of many separate algorithms,
growing medical evidence demonstrates that the human brain has multiple
distinct decision-making units. Consider all of the experiments that have
been done on our two (left and right) brains, which suggest that they are
largely equal and separate.[33] Researchers Stella de Bode and Susan Curtiss
studied forty-nine children who had had one half of their brain removed to
prevent a life-threatening seizure disorder.[34] Most of these children
subsequently functioned normally, and even those who continued to have a
particular disorder nonetheless had a reasonably normal personality.
Although we typically develop language mostly on the left, both halves can
be functionally equivalent, and a person with either a left or a right brain
can master language.[35]

Perhaps most striking is a brain that has both the left and right
hemispheres intact but has the 200 million axons[36] between them—the
corpus callosum—cut due to a medical problem. Michael Gazzaniga (born
1939) has studied these cases where both brains operate but have no means
to communicate between them.[37] Through a series of experiments in
which he fed a word to only a patient’s right brain, he found that the left
hemisphere, which was not aware of the word, nonetheless felt
responsibility for choices based on this information, even though the choice



was actually made by the other hemisphere.[38] So the left brain would
confabulate plausible-sounding explanations for why it claimed to have
made each decision, because it did not recognize the presence of another
separate brain sharing the same skull.[39]

These and other experiments involving both hemispheres of the brain
suggest that a normal person may actually have two brain units capable of
independent decision-making, which nonetheless both fall within one
conscious identity. Each will think that the decisions are its own, and since
the two brains are closely commingled, it will seem that way to both of
them.

In fact, if we look beyond just our two hemispheric brains, there are
many types of decision-makers within us that could have a free will in the
sense described previously. For example, the neocortex, where decision-
making happens, consists of many smaller modules.[40] So when we
consider a decision, it’s possible that different options are represented by
different modules, each trying to precipitate its own perspective. My mentor
Marvin Minsky was prescient in seeing the brain not as a single united
decision-making machine but rather as a complex network of neural
machinery whose individual parts may favor different options when we
consider a decision. Minsky described our brains as a “society of mind” (the
title of his second book) containing various simpler processes that reflect
many different perspectives.[41] Is each of these making a free choice? How
could we tell? In recent decades, there has been more experimental support
for this idea—but our understanding of exactly how neural processes
“bubble up” into the decisions we consciously perceive remains quite
limited.

“YOU 2” IS CONSCIOUS. IS IT YOU?

All this raises a provocative question. If consciousness and identity can
span multiple distinct information-processing structures in the skull—even



ones that are not physically connected—what happens when those
structures are farther apart?

A key issue I explored in How to Create a Mind is the philosophical and
moral implications of replicating all the information in a human brain,
which will be possible during the lifetimes of most people alive today.

Let’s say I use advanced technology to examine a piece of your brain
and then make an exact electronic copy of this small segment. (We actually
can do a very primitive version of this today with certain parts of a brain—
for example, when treating essential tremor or Parkinson’s disease.)[42] On
its own, this piece is far too simple to be conscious. But then let’s say I
copy a second tiny piece of your brain—and another, and another. Finally,
at the end of this process, I have a complete computerized replica of your
brain that contains all the same information and can function in the same
way.

So is this “You 2” conscious? You 2 will say it’s had all of the same
experiences as You (since it is sharing your memories), and it acts like You
do, so unless one completely rules out the possibility of any electronic
version of a conscious entity’s being conscious, then the answer would be
yes. Put simply, if an electronic brain represents the same information as a
biological brain and claims to be conscious, there is no plausible scientific
basis for denying its consciousness. Ethically, then, we ought to treat it as
though it is conscious and therefore possessing moral rights. Yet this is not
blind speculation—panprotopsychism gives us good philosophical reason to
believe that it actually is conscious.

But now a harder question: Is this You 2 really you? Keep in mind that
“You” (as a normal physical person) also still exist. It could even be that
this copy was made without “You” being aware of it, but regardless of that,
the essential “You” is continuing. If the experiment was successful, You 2
would act like you, but “You” would not have been altered at all, so “You”
would still be you. Since You 2 could act independently, it would
immediately diverge from “You”—creating its own memories and reacting
to different experiences. So insofar as your identity is the particular



arrangement of information in your brain, You 2 would not be You, even if
it has a consciousness.

Okay, so far so good. Now, in a second experiment, we gradually
replace each section in your brain with a digital copy—connected to your
remaining neurons via a brain–computer interface like that described in the
previous chapter. So there are no longer a “You” and a You 2—there is only
You. After every phase of this experiment, you are happy with the
procedure, and no one, including yourself, bothers to complain. Is the new
You after each such replacement still you? Even at the end, once your brain
is entirely digital?

The question of how identity relates to replacing an object’s parts
gradually over time dates back to a thought experiment first posed about
2,500 years ago, called the Ship of Theseus.[43] Ancient Greek philosophers
imagined a wooden ship whose planks were slowly replaced with new
planks, one by one. It seems quite natural to conclude that after the first
plank is replaced, the ship itself is still the original ship. It may have a
slightly different makeup, but we still talk about this transformation as a
change to the original ship and not the creation of a new ship. But what
about when more than half of the planks are new ones? Or when all of the
planks are new, and none were part of the ship when it was built? This
becomes more complicated, but many people would still say that the ship’s
fundamental identity can survive these incremental changes. Yet imagine
that as the new planks were being added, all the old ones were being stored
in a warehouse. Now, once the original ship has 100 percent new parts, we
reassemble all the old parts from storage into a ship again. Now which ship
is the original? The one that continuously existed with only incremental
changes but has no parts from the original? Or the one that was re-formed
from the original parts?

The Ship of Theseus is a fun thought experiment when it comes to ships
or other “dead” objects, but it doesn’t have particularly high stakes. The
identity of ships over time is ultimately a matter of human convention. Yet
the problem assumes supremely high stakes when the objects in question
are human beings. For most of us, it matters a great deal whether the person



standing next to us really is our loved one or is just a Chalmersian zombie
putting on a convincing show.

Let’s consider these questions through the lens of the “hard problem” of
subjective consciousness. In the scenario where we make You 2 as a replica,
it is impossible to determine whether the subjective self of You 2 has some
kind of connection with “You.” Would your original subjective experience
somehow simultaneously encompass both copies of you, even as their
information patterns diverge over time due to different experiences? Or
would You 2 be separate in this regard? These are scientifically
unanswerable questions.

Yet in the scenario where we gradually shift the information in your
brain onto a nonbiological substrate, we have much stronger reason to
believe that your subjective consciousness would be preserved. Indeed, as
mentioned previously, we already do this in a very limited way with certain
brain conditions today, and the new neural prosthesis is more capable than
the part it replaces. (Thus it is not identical to the part it replaces.) While
early implantable devices, like cochlear implants, were able to stimulate
brain activity, they did not substitute for any core brain structures.[44] But
since the early 2000s scientists have been developing brain prostheses that
can help people with structural damage or malfunctions within their brains.
For example, prosthetic devices can now do some of the work of the
hippocampus in patients with memory problems.[45] These technologies are
still in their infancy as of 2023, but during this decade we will see them
become both more sophisticated and available affordably to a wider range
of patients. Yet with today’s technology, there is still no doubt that a
person’s core identity is preserved, and no one argues that these patients
have become Chalmersian zombies.

Everything we know of neuroscience suggests that in the gradual-
replacement scenario, you wouldn’t even notice small enough alterations,
and the brain is amazingly adaptable. Your hybrid brain would retain all the
same patterns of information that define you. So there’s no reason to think
that your subjective consciousness would be compromised, and you would
of course remain you—there is no one else to call you. However, at the end



of this hypothetical process, the final you is exactly like You 2 in the first
experiment, which we decided was not you. How can this be reconciled?
The difference is continuity—the digital brain doesn’t diverge from the
biological one, because there was never a moment when they existed as
separate entities.

This leads us to a third case, which is actually not a hypothetical. Every
day our own cells undergo a very rapid replacement process. While neurons
generally persist, about half of their mitochondria turn over in a month;[46] a
neurotubule has a half-life of several days;[47] the proteins that add energy
to the synapses are replenished every two to five days;[48] the NMDA
receptors in synapses are replaced in a matter of hours;[49] and the actin
filaments in the dendrites last for about forty seconds.[50] Our brains are
thus almost completely replaced within a few months, so in fact you are a
biological version of You 2 as compared with yourself a little while ago.
Again, what keeps your identity intact is information and function—not any
particular structure or material.

For years I have often gazed at the beautiful Charles River near my
home. If I look at the Charles today, I tend to think of it as the same body of
water that it was a day ago, or a decade ago, when I commented on the
river’s continuity in How to Create a Mind. This is because even though all
of the water molecules passing through a given slice of it are completely
different every few milliseconds, those molecules act in a consistent pattern
that defines the course of the river. It is the same for minds. As we place
nonbiological systems into our bodies and brains, the continuity of our
information patterns will make each of us feel like the person we are today
—except for the fact that our perceptions may be better or our cognition
smarter.

Of course, the same technology that enables us to transition all our
skills, personality, and memories to a digital medium would also allow us to
create multiple copies of that information. This ability to duplicate
ourselves at will is a superpower in the digital world that does not exist in
the biological world. Copying our mind files to a remote backup storage
system will be a powerful protection against any accident or disease that



might damage our brain. This is not “immortality” any more than Excel
spreadsheets uploaded to the cloud are immortal—disasters can still befall
the data centers and wipe them out. But it will let us guard ourselves against
the senseless mishaps that snuff out so many lives and identities. And my
interpretation of panprotopsychism suggests that our subjective
consciousness may somehow encompass all copies of this defining
information.

This has another tantalizing implication. If we set a You 2 loose in the
world—free to follow a different path from “You”—its information-pattern
identity would diverge, but since this would be a gradual and continual
process, there’s a chance that your subjective consciousness could span both
simultaneously. I suspect that, based on the theory of panprotopsychism,
our subjective consciousness is tied to information-as-identity and would
thus somehow encompass all copies of information that were once identical
to our own.

Yet because in this scenario You 2 could potentially insist passionately
that it has a different subjective consciousness from “You” (as the physical
decision-making structures that govern communication would be separate),
and there would be no way to objectively determine the truth, our legal and
ethical systems would likely have to treat both as separate entities.

THE INCREDIBLE UNLIKELINESS OF BEING

In making sense of our identity, it is awe-inspiring to consider the
extraordinary chain of unlikely events that enabled each one of us to come
into being. Not only did your parents have to meet and make a baby, but the
exact sperm had to meet the exact egg to result in you. It’s hard to estimate
the likelihood of your mother and father having met and deciding to have a
baby in the first place, but just in terms of the sperm and the egg, the
probability that you would be created was one in two million trillion. As
very rough approximations, the average man produces as many as two



trillion sperm in his lifetime, and the average woman starts with about one
million eggs.[51] Thus, to the extent that your identity hinges on the exact
sperm and egg that made you, the odds of this happening were about one in
two quintillion. While all these sex cells aren’t genetically unique,
numerous factors like age can affect epigenetics, so if your father produced
two chromosomally identical sperm at age twenty-five and age forty-five,
they wouldn’t give precisely the same contribution to the formation of a
baby.[52] Thus, as an approximation we must regard each sperm and egg as
effectively unique. In addition to that, the comparable event had to take
place for both sets of grandparents, and for all four sets of great-
grandparents, and eight sets of great-great-grandparents, and so on…well,
not quite ad infinitum—just to the beginning of life on earth nearly four
billion years ago.[53]

A googol (the correct spelling of the number that is the basis for the
search company’s name) is a 1 followed by 100 zeros. A googolplex is a 1
followed by a googol zeros. It is an unimaginably big number, but based on
the rough analysis described previously (and explained further in the
endnotes), the probability that you would exist is 1 out of a number
consisting of a 1 followed by vastly more than a googolplex zeros.[54] Yet
here you are. It is a miracle, is it not?

In addition, that the universe came into being with an ability to evolve
complex information at all is arguably even more unlikely. Our
understanding of physics and cosmology demonstrates that if the values in
the laws of physics had been only slightly different, the universe would not
have been able to support life.[55] Put another way, of all the configurations
that the universe theoretically could have had, only the very tiniest fraction
would have allowed us to exist. The closest we can come to quantifying this
apparent unlikelihood is by identifying the different factors on which a life-
friendly universe depends and then estimating how different those values
would have to have been for life to be impossible.

According to the Standard Model of particle physics, there are thirty-
seven kinds of elementary particles (differentiated by mass, charge, and
spin), which interact according to four fundamental forces (gravity,



electromagnetism, nuclear strong force, nuclear weak force), as well as
hypothetical gravitons, which some scientists believe are responsible for
gravitational effects.[56] The strengths of these forces interacting with
particles are described with a series of constants, which define the “rules”
of physics. Physicists have highlighted many areas where extremely slight
changes to these rules would have prevented the formation of intelligent
life, which is assumed to require complex chemistry and relatively stable
environments and energy sources for hundreds of millions or billions of
years of evolution. The prevailing view among biologists is that life arose
on earth through abiogenesis.[57] According to this theory, over a long
period of time, nonliving matter in a “primordial soup” of precursor
compounds naturally combined into more complex building blocks of life-
enabling proteins. Eventually, proteins spontaneously came together in a
pattern that enabled them to self-replicate: the origin of life. Even one break
in this causal chain would have made humanity impossible.

If the nuclear strong force had been stronger or weaker, it would have
been impossible for stars to form the large amounts of carbon and oxygen
from which life is created.[58] Likewise, the nuclear weak force is within
one order of magnitude of the minimum possible for life to evolve.[59] If it
were weaker than this, hydrogen would have quickly turned to helium,
preventing the formation of hydrogen stars like our own, which burn long
enough to allow complex life to evolve in their solar systems.

If the difference in mass between up quarks and down quarks had been
slightly smaller or larger, it would make protons and neutrons unstable,
preventing complex matter from forming.[60] Likewise, if electrons had a
slightly larger mass relative to those differences, similar instability would
result.[61] According to physicist Craig J. Hogan, “only a few percent
fractional change in the quark mass difference in either direction” would
have kept life from arising.[62] If the quark mass difference were greater, we
would have a “proton world”—an alternate universe where only hydrogen
atoms would be possible.[63] If the difference were smaller, we would have
a “neutron world”—a universe with nuclei but no electrons around them,
making chemistry impossible.[64]



If gravity had been slightly weaker, there would be no supernovas,
which are the source of the heavy elements from which life is formed.[65] If
gravity had been slightly stronger, stars would have been much shorter-
lived, making it impossible to support complex life.[66] Within one second
after the big bang, the density parameter (known as Ω, or omega) could not
have been different by more than one part in a quadrillion and still allowed
the formation of life.[67] If it had been slightly larger, the matter scattered by
the big bang would have recollapsed under gravity before stars could form.
If it had been slightly smaller, the expansion would have been too fast for
matter to clump together into stars in the first place.

Further, the macrostructure of the universe arose from tiny local
fluctuations in the density of the matter expanding outward from the big
bang in the first instant after the event.[68] The density at any one point
averaged a difference from the mean of about 1 part in 100,000.[69] If this
amplitude (often compared to ripples in a pond) had differed by more than
one order of magnitude, life wouldn’t be possible. According to cosmologist
Martin Rees, if the ripples had been too small, “gas would never condense
into gravitationally bound structures at all, and such a universe would
remain forever dark and featureless.”[70] By contrast, if the ripples had been
too large, the universe would have been a “turbulent and violent place,”
with most matter collapsing into enormous black holes and no chance for
stars to “retain stable planetary systems.”[71]

For the universe to produce orderly matter instead of chaotic soup, it
would have also needed to have very low entropy immediately after the big
bang. According to physicist Roger Penrose, based on what we know about
entropy and randomness, only approximately one in 1010123 possible
universes would have had low enough initial entropy at the beginning to
take a form similar to our own.[72] That’s 10 followed by vastly more zeroes
than there are atoms in the known universe. (Estimates generally place the
number of atoms between 1078 and 1082. Assuming 1080, the number of
digits in 1010123 is then forty-three orders of magnitude larger than the



number of all the atoms. That is ten million billion billion billion billion
times larger.)[73]

It is certainly possible to question many of these individual calculations,
and scientists sometimes disagree about the implications of any single
factor. But it isn’t enough to analyze each of these fine-tuned parameters in
isolation. Rather, as physicist Luke Barnes argues, we must consider the
“intersection of the life-permitting regions, not the union.”[74] In other
words, every single one of these factors has to be friendly to life in order for
life to actually develop. If even a single one were missing, there would be
no life. In the memorable formulation of astronomer Hugh Ross, the
likelihood of all this fine-tuning happening by chance is like “the possibility
of a Boeing 747 aircraft being completely assembled as a result of a tornado
striking a junkyard.”[75]

The most common explanation of this apparent fine-tuning states that
the very low probability of living in such a universe is explained by
observer selection bias.[76] In other words, in order for us to even be
considering this question, we must inhabit a fine-tuned universe—if it had
been otherwise, we wouldn’t be conscious and able to reflect on that fact.
This is known as the anthropic principle. Some scientists believe that such
an explanation is adequate. But if we believe that reality exists
independently of ourselves as observers, this cannot be fully satisfying.
Martin Rees considers a compelling question we might still ask. As he puts
it, “Suppose you are in front of a firing squad, and they all miss. You could
say, ‘Well, if they hadn’t all missed, I wouldn’t be here to worry about it.’
But it is still something surprising, something that can’t be easily explained.
I think there is something there that needs explaining.”[77]

AFTER LIFE

The first step on the path to preserving our precious and unlikely identity is
preserving the ideas that are central to who we are. We are already creating



through our digital activities enormously rich records of how we think and
what we feel, and during this decade our technologies for recording,
storing, and organizing this information will advance rapidly. As we
approach the end of the 2020s, we will animate this data as nonbiological
simulations that are highly realistic re-creations of humans with specific
personalities.[78] Even as of 2023, though, AI is rapidly gaining proficiency
at imitating humans. Deep-learning approaches like transformers and GANs
(generative adversarial networks) have propelled amazing progress.
Transformers, as described in the previous chapter, can train on text a
person has written and learn to realistically imitate their communication
style. Meanwhile, a GAN entails two neural networks competing against
each other. The first tries to generate an example from a target class, like a
realistic image of a woman’s face. The second tries to discriminate between
this image and other, real images of women’s faces. The first is rewarded
(think of this as scoring points that the neural net is programmed to try to
maximize) for fooling the second, and the second is rewarded for making
accurate judgments. This process can repeat many times without human
supervision, with both neural nets gradually increasing their proficiency.

By combining these techniques, AI can thus already imitate a specific
person’s writing style, replicate their voice, or even realistically graft their
face into a whole video. As mentioned in the previous chapter, Google’s
experimental Duplex technology uses AI that can react believably in
unscripted phone conversations—so successfully that when it was first
tested in 2018, real humans it called had no idea they were speaking to a
computer.[79] “Deepfake” videos can be used to create harmful political
propaganda, or to imagine what movies would look like with different
actors in iconic roles.[80] For example, a YouTube channel called Ctrl Shift
Face has a viral clip showing what Javier Bardem’s character in No Country
for Old Men would look like if played by Arnold Schwarzenegger, Willem
Dafoe, or Leonardo DiCaprio.[81] These technologies are still in their
infancy. Not only will each individual capability (e.g., writing, voice, face,
conversation) improve greatly in the coming years, but their convergence
will create simulations that are more realistic than the sum of their parts.



One type of AI avatar that we can create, called a “replicant” (to borrow
a term from Blade Runner), will have the appearance, behavior, memories,
and skills of a person who has passed away, living on in a phenomenon I
call After Life.

After Life technology will go through multiple phases. The most
primitive such simulations have already existed for about seven years as I
write this. In 2016, The Verge published a remarkable article about a young
woman named Eugenia Kuyda who used AI and saved text messages to
“resurrect” her dead best friend, Roman Mazurenko.[82] As the amount of
data each of us generates grows, ever more faithful re-creations of specific
humans will become possible.

During the late 2020s advanced AI will be able to create a very lifelike
replicant, drawing from thousands of photos, hundreds of hours of video,
millions of words of text chats, detailed data about the person’s interests
and habits, and interviews with people who remember them. People will
have mixed reactions to this for cultural, ethical, or personal reasons, but
the technology will be available to those who want it.

This generation of After Life avatars will be quite realistic, but for many
they will exist in the “uncanny valley,”[83] meaning that their behavior will
bear a distinct resemblance to the original person but will have subtle
differences, making them disconcerting to the person’s loved ones. At this
stage the simulations are not You 2. They would only re-create the function,
not the form, of the information that had been in the person’s brain. For this
reason, a panprotopsychist view suggests that they would not revive
someone’s subjective consciousness. Despite this, many people will see
them as valuable tools for continuing important work, sharing treasured
memories, or helping family members heal.

Replicant bodies will exist mostly in virtual and augmented reality, but
realistic bodies in actual reality (that is, convincing androids) will also be
possible using the nanotechnology of the late 2030s. Progress in this
direction is still in very early stages as of 2023, but there is already
significant research going on that will lay the groundwork for much bigger
breakthroughs during the next decade. When it comes to android function,



technological progress faces a challenge my friend Hans Moravec identified
several decades ago, now called Moravec’s paradox.[84] In short, mental
tasks that seem hard to humans—like square-rooting large numbers and
remembering large amounts of information—are comparatively easy for
computers. Conversely, mental tasks that are effortless to humans—like
recognizing a face or keeping one’s balance while walking—are much more
difficult for AI. The likely reason is that these latter functions have evolved
over tens or hundreds of millions of years and run in the backgrounds of our
brains, whereas “higher” cognition is powered by the neocortex, which is
the center of our consciousness and which didn’t reach its roughly modern
form until several hundred thousand years ago.[85]

As AI has grown exponentially more powerful in the past several years,
though, it has made amazing progress against Moravec’s paradox. In 2000,
Honda’s ASIMO humanoid robot wowed experts by gingerly walking
across a flat surface without falling over.[86] By 2020, Boston Dynamics’
Atlas robot could run, jump, and tumble across an obstacle course with
greater agility than most humans.[87] Social robots like Sophia and Little
Sophia, by Hanson Robotics, and Ameca, by Engineered Arts, can
demonstrate emotion on human-looking faces.[88] Their capabilities have
sometimes been exaggerated in headlines, but they nonetheless show the
trajectory of progress.

As technology advances, a replicant (as well as those of us who have not
died) will have a variety of bodies and types of bodies to choose from.
Eventually replicants may even be housed in cybernetically augmented
biological bodies grown from the DNA of the original person (assuming it
can be found). And once nanotechnology allows molecular-scale
engineering, we’ll be able to create vastly more advanced artificial bodies
than what biology allows. By that point reanimated people will likely
transcend the uncanny valley, at least for many of those who interact with
them.

Yet such replicants will raise very deep philosophical questions for
society. How you answer them may depend on your metaphysical beliefs
about ideas like souls, consciousness, and identity. If a person reanimated



through this technology “feels” like a lost loved one when you speak with
them, will that be enough? How much would it matter whether a replicant
was created through AI and data mining, as opposed to a fully uploaded You
2 mind from someone’s living brain? As the story of Eugenia Kuyda and
Roman Mazurenko shows, even the former kind of replicant could be a
source of comfort and healing. Still, it’s hard to know for certain how each
of us will feel experiencing this for the first time. As this technology
becomes more prevalent, society will adapt. We’ll probably have laws
governing who can create replicants of the dead and how they can be used.
Some people may forbid AI from replicating them, while others will leave
detailed instructions about their wishes and even participate in the creation
of a replicant while they are still alive.

The introduction of replicants will pose many other challenging social
and legal questions:

Are they to be considered people with full human and civil rights
(such as the rights to vote and enter into contracts)?
Are they responsible for contracts signed or crimes previously
committed by the person they are replicating?
Can they take credit for the work or social contributions of the
person they are replacing?
Do you have to remarry your late husband or wife who comes back
as a replicant?
Will replicants be ostracized or face discrimination?
Under what conditions should the creation of replicants be restricted
or banned?

Replicants will also force ordinary people to grapple seriously with the
philosophical puzzles of consciousness and identity explored in this chapter
—which had previously been mainly theoretical. Likely within a shorter
time than that between the 2012 publication of How to Create a Mind and
your reading this, there will be Turing-level AIs programmed to re-create



departed humans. Having cognition as complex as a natural biological
person, they will indeed be conscious, and they will think that they are that
person. Will their belief that they are the same person mean they are the
same person? Who could say otherwise?

In the early 2040s, nanobots will be able to go into a living person’s
brain and make a copy of all the data that forms the memories and
personality of the original person: You 2. Such an entity would be able to
pass a person-specific Turing test and convince someone who knew the
individual that it really is that person. According to all detectable evidence,
they will be as real as the original person, so if you believe that identity is
fundamentally about information like memories and personality, this would
indeed be the same person. You could have or continue a relationship with
that person, even a physical one, including sex. There may be subtle
dissimilarities, but is this so different from living biological people? We
change also, usually gradually, but sometimes suddenly, from war, trauma,
or changes in status or relationships.

A Chalmers-style understanding of consciousness gives us good reason
to suspect that this level of technology will also allow our subjective self to
persist in After Life—but remember that this is impossible to prove or
disprove scientifically, and each of us will have to make decisions about
using this technology based on our own philosophical or spiritual values. At
the stage of directly copying over the contents of living brains to
nonbiological mediums, we transition from the merely simulated replicants
I describe to actual mind uploading, also known as whole-brain emulation,
or WBE.

Simulating a mind on a nonbiological medium can mean vastly different
things in computational terms. In 2008, John Fiala, Anders Sandberg, and
Nick Bostrom identified eleven different levels of possible brain emulation.
[89] But to simplify here, brain emulations fall into roughly five categories,
proceeding from most abstract to most exhaustive: functional, connectomic,
cellular, biomolecular, and quantum.

Functional emulations are those that would act like a biologically based
mind but need not actually replicate any of the specific computational



structure of a given person’s brain. These would be the easiest to process
computationally but give the least-complete simulation of the original.
Connectomic emulations would replicate the hierarchical connections and
logical relationships between groups of neurons but need not model every
single cell. Cellular emulations would simulate key information about every
neuron in a brain but not simulate detailed physical forces inside.
Biomolecular emulation would model interactions between proteins and
tiny dynamic forces within each cell. And quantum emulation would
capture subatomic effects within and between molecules. This would be the
most theoretically complete solution, but it would require staggering
computational power that likely wouldn’t be available until the next
century.[90]

One of the major research projects of the next two decades will be
figuring out what level of brain emulation is sufficient. Many who think
quantum-level emulation is necessary take this position because they
believe subjective consciousness rests on (as yet unknown) quantum effects.
As I argue in this chapter (and detailed further in How to Create a Mind), I
think that level of emulation will be unnecessary. If something like
panprotopsychism is correct, subjective consciousness likely stems from the
complex way information is arranged by our brains, so we needn’t worry
that our digital emulation doesn’t include a certain protein molecule from
the biological original. By analogy, it doesn’t matter whether your JPEG
files are stored on a floppy disk, a CD-ROM, or a USB flash drive—they
look the same and work the same as long as the information is represented
with the same sequence of 1s and 0s. In fact, if you copied out those digits
with pencil and paper and mailed the (very large!) stack of papers to a
friend, and they typed the digits manually back into a different computer,
the image would reappear intact!

So from here, the practical goal is to figure out how to get computers to
interface effectively with the brain, and crack the code of how the brain
represents information. (For a deeper dive into progress toward mind
uploading, the computational dimensions of brain emulation, and even a
proposed technology called Matrioshka brains that might one day allow



humanity to harness massive amounts of energy for computation, see this
endnote for a variety of resources ranging from very accessible to more
technical.)[91]

These are awesome challenges, but the superhuman AI tools of the
2030s will enable us to achieve what may seem out of reach today.

TALKING TO MY DAD BOT

Talk to Books was a great idea generator. At Google we could replace
its standard 100,000-plus books with any customized selection of
books and documents. So in 2019 I gathered everything my father,
Fredric Kurzweil, had written—all his love letters to my mother,
course notes, a book on music he was writing, and his personal
reflections. My daughter, Amy, then asked the same underlying
technology that powered Talk to Books a number of questions using
his writings as the source material. As you’ll see from our very short
conversation that follows, this replicant was able to give coherent,
natural, surprising answers to our questions—probably well enough
that if I’d told you that this had been a conversation with my father
while he was still living, you wouldn’t have noticed anything unusual.
For me and for people who knew him, these words have an additional
ring of familiarity, in terms of the way Fredric Kurzweil thought and
communicated.

I’m also planning to create a replicant of myself. It will have
access to thousands of pages of my communications as well as all my
published writings and countless hours of videos. This foundation of
rich multimedia would allow my replicant to represent my personality
far more deeply and faithfully than my father’s. Future replicant AI
will also have access to all kinds of metadata about a person’s life,
enabling even greater fidelity.



So here are some of its answers to our questions. This is the first
step in bringing my father back.

WHAT DO YOU LOVE MOST ABOUT MUSIC?

What makes a piece of music so alive, is the fact that it adapts a
general plan to its own requirements. The art of music has come a long
way, and has always retained connection with human feelings.

WHO IS YOUR FAVORITE COMPOSER, AND WHY?

Brahms, in his composition, takes his cue from Beethoven.

WHAT IS THE ESSENCE OF ROCK AND ROLL MUSIC?

Melody and rhythm are the primary sources of music. Basic principle
or laws of structure are repetition and contrast, unity and variety.

HOW DID YOU FIRST GET INVOLVED IN CONDUCTING?

I have for more than twenty years conducted orchestras of various
kinds—professional, amateur, college, university, and community and
opera orchestras. I have conducted large symphony orchestras,
chamber orchestras as well as youth groups. I have taught in many
colleges.

HOW DO YOU WANT TO BE REMEMBERED?

It is of course difficult to praise oneself, but I would like to say that
my ability to relate and deal with people has always been one of my
assets, realizing that it is not only artistic ability that counts, but also
amiable personal relationships.



DO YOU HAVE ANY REGRETS?

It seems to be my fate having to spend my days with endless lessons
and work of little interest in order to be able to spend, if only a little
time on work of real value. I am to blame for letting my hopes and
goodwill get the better of my practical judgment. Well, what with my
new responsibility and also trying to keep my orchestra together, it is
very hard to make ends meet.

WHAT MAKES A PERSON WHO THEY ARE?

Form manifest in the relationship of the parts to the whole.

DO YOU HAVE ANY HOBBIES?

We expect an excellent harvest of peaches and grapes. I love
gardening and it is relaxing for me, but I agree with you that it is a lot
of work. It is the kind of work which never ends.

DO YOU HAVE ANY ANXIETIES?

Often nightmarish.

HOW DO YOU FEEL ABOUT MODERN TECHNOLOGY?

We always see innovators condemned by their contemporaries. The
progress of technology, automation etc., has made the individual
small. The ideals and values of former time destroyed by this age of
the machine.

CAN YOU TELL ME A STORY ABOUT A CAR ACCIDENT?

I was in Mobile conducting opera, my wife had a serious car accident.
She was run down by a taxi cab, pinned against a truck, was seriously



injured with multiple fractures, had been present in the hospital in
traction for over two months and is at present in a heavy body cast at
home in which she can only lie on her back helplessly. She will have
to be in this state for quite some time to come.

WHAT IS THE MEANING OF LIFE?

Love.

WHO CAN I BE?

Our questions of identity are tightly interconnected with issues of
consciousness, free will, and determinism. In light of these ideas, I could
say that this particular person—Ray Kurzweil—is both the result of
incredibly precise prior conditions and the product of my own choices. As a
self-modifying information pattern, I have certainly shaped myself through
decisions throughout my life about whom to interact with, what to read, and
where to go.

Yet despite my share of responsibility for who I am, my self-
actualization is limited by many factors outside my control. My biological
brain evolved for a very different kind of prehistoric life and predisposes
me to habits that I would rather not have. It cannot learn fast enough or
remember well enough to know all the things I would like to know. I can’t
reprogram it to free me of fears, traumas, and doubts that I know are
preventing me from achieving what I would like to achieve. And my brain
sits in a body that is gradually aging—although I work hard to slow this
process—and is biologically programmed to eventually destroy the
information pattern that is Ray Kurzweil.

The promise of the Singularity is to free us all from those limitations.
For thousands of years, humans have gradually been gaining greater control
over who we can become. Medicine has enabled us to overcome injuries



and disabilities. Cosmetics have allowed us to shape our appearance to our
personal tastes. Many people use legal or illegal drugs to correct
psychological imbalances or experience other states of consciousness.
Wider access to information lets us feed our minds and form mental habits
that physically rewire our brains. Art and literature inspire empathy for
kinds of people we’ve never met and can help us grow in virtue. Modern
mobile apps can be used to build discipline and cultivate healthy lifestyles.
People who are transgender have greater ability than ever before to make
their physical bodies match the gender identity that they experience inside.
Imagine how much more we’ll be able to shape ourselves when we can
program our brains directly.

And so merging with superintelligent AI will be a worthy achievement,
but it is a means to a higher end. Once our brains are backed up on a more
advanced digital substrate, our self-modification powers can be fully
realized. Our behaviors can align with our values, and our lives will not be
marred and cut short by the failings of our biology. Finally, humans can be
truly responsible for who we are.[92]
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CHAPTER 4

LIFE IS GETTING EXPONENTIALLY

BETTER

THE PUBLIC CONSENSUS IS THE OPPOSITE

Consider this late-breaking news: EXTREME POVERTY WORLDWIDE FELL 0.01%

TODAY![1]

This also in: SINCE YESTERDAY, LITERACY HAS RISEN 0.0008%![2]

And this: THE PROPORTION OF HOUSEHOLDS WITH FLUSH TOILETS GREW

TODAY BY 0.003%![3]

And the same things happened yesterday.
And the day before yesterday.
If these advances don’t seem exciting to you, that counts as at least one

reason why you didn’t hear about them.
Such signs of progress and many similar examples don’t make the

headlines because they’re not actually new. Day-by-day positive trends
have been progressing for years and, at slower rates, for decades and
centuries.

As for the examples I just mentioned, from 2016 to 2019, the most
recent period for which comprehensive data is available at the time of this
writing, the estimated number of people worldwide in extreme poverty
(measured by the benchmark of living on less than $2.15 per day in 2017
dollars) declined from roughly 787 million to 697 million.[4] If that trend
has been roughly maintained until the present in terms of annual percentage



decline, it corresponds to almost a 4 percent drop per year, or around 0.011
percent per day. While there is considerable uncertainty over the precise
number, we can be reasonably confident that this is correct to within an
order of magnitude. Meanwhile, UNESCO found that from 2015 to 2020
(again, the most recent data available), worldwide literacy rose from about
85.5 to 86.8 percent.[5] That averages about 0.0008 percent per day. And
during the same 2015–2020 span, the proportion of the world’s population
with access to “basic” or “safely managed” sanitation facilities (flush toilets
or similar) increased from an estimated 73 to 78 percent.[6] This translates
to an average improvement of around 0.003 percent per day. Numerous
similar trends are constantly unfolding.

Yet these findings alone are already well documented. I’ve reviewed the
extensive positive impact of technological change on human well-being in
The Age of Spiritual Machines (1999)[7] and The Singularity Is Near (2005)
[8] and in scores of lectures and articles since. In their 2012 book
Abundance,[9] Peter Diamandis and Steven Kotler fleshed out how we are
headed toward an era of abundance in resources that used to be
characterized by scarcity. And in his 2018 book Enlightenment Now,[10]

Steven Pinker described the continual progress being made in a variety of
areas of social impact.

My emphasis in this chapter is specifically on the exponential nature of
this progress, how the law of accelerating returns is the fundamental driver
of many individual trends we see, and how the result will be a dramatic
improvement of most aspects of life in the very near future—not just in the
digital realm.

Before we explore specific examples in detail, it’s important to begin
with a clear conceptual understanding of this dynamic. My work has
sometimes been mischaracterized as claiming that technological change
itself is inherently exponential, and that the law of accelerating returns
applies to all forms of innovation. That’s not my view. Rather, the LOAR
describes a phenomenon wherein certain kinds of technologies create
feedback loops that accelerate innovation. Broadly, these are technologies
that give us greater mastery over information—gathering it, storing it,



manipulating it, transmitting it—which makes innovation itself easier. The
printing press made books cheap enough that education could become
accessible to the next generation of inventors. Modern computers help chip
designers create the next generation of faster CPUs. Cheaper broadband
makes the internet more useful to everyone, because more people can afford
to share their ideas online. The most famous exponential curve of
technological change, Moore’s law, is thus just one manifestation of this
deeper and more fundamental process.

Examples of rapid change that fall outside this law include transport
technology speeds—such as the time to travel from England to America. In
1620, the Mayflower took sixty-six days to make the crossing.[11] By the
American Revolution, in 1775, better shipbuilding and navigation had
shaved the time to about forty days.[12] In 1838, the paddle-wheel steamship
Great Western completed the journey in fifteen days,[13] and by 1900 the
four-funnel, propeller-driven liner Deutschland made the transit in five days
and fifteen hours.[14] In 1937, the turboelectric-powered liner Normandie
cut it to three days and twenty-three hours.[15] In 1939, the first service by
Pan Am flying boats took just thirty-six hours,[16] and the first jet airline
service, in 1958, made the trip in less than ten and a half hours.[17] In 1976,
the supersonic Concorde slashed this to just three and a half hours![18] This
certainly seems like an open-ended exponential trend—yet it’s not. The
Concorde was retired in 2003, and since then the London–New York route
is back up to over seven and a half hours.[19] There’s a range of specific
economic and technical reasons why transatlantic transport has stopped
getting faster. But the deeper underlying reason is that transportation
technology doesn’t create feedback loops. Jet engines aren’t used in the
building of better jet engines, so at a certain point the costs of adding extra
speed outweigh the benefit of further innovation.

What makes the LOAR so powerful for information technologies is that
feedback loops keep the costs of innovation lower than the benefits, so
progress continues. And as artificial intelligence gains applicability to more
and more fields, the exponential trends that are now familiar in computing
will start to become visible in areas like medicine, where progress was



previously very slow and expensive. With AI rapidly expanding its breadth
and capability during the 2020s, this will radically transform areas we do
not normally consider to be information technologies, such as food,
clothing, housing, and even land use. We are now approaching the steep
slope of these exponential curves. That, in short, is why most aspects of life
will be getting exponentially better in the coming decades.

The problem is that news coverage systematically skews our perceptions
about these trends. As any novelist or screenwriter can tell you, capturing
an audience’s interest usually requires an element of escalating danger or
conflict.[20] From ancient mythology to Star Wars, this is the pattern that
grabs our brains. As a result—sometimes deliberately and sometimes quite
organically—the news tries to emulate this paradigm. Social media
algorithms, which are optimized to maximize emotional response to drive
user engagement and thus ad revenue, exacerbate this even further.[21] This
creates a selection bias toward stories about looming crises while relegating
the kinds of headlines cited at the beginning of this chapter to the bottom of
our news feeds.

Our attraction to bad news is in fact an evolutionary adaptation.
Historically it’s been more important for our survival to pay attention to
potential challenges. That rustling in the leaves might have been a predator,
so it made sense to focus on that threat instead of the fact that your crops
may have improved a tenth of a percent since the previous year.

It’s unsurprising that humans who evolved for subsistence-level life in
hunter-gatherer bands didn’t evolve a better instinct for thinking about
gradual positive change. For most of human history, improvements in
quality of life were so small and fragile that they would hardly be
noticeable even over a full lifetime. In fact, this Stone Age state of affairs
lasted all the way through the Middle Ages. In England, for example,
estimated GDP per capita (in 2023 British pounds) in the year 1400 was
£1,605.[22] If someone born that year lived to eighty, GDP per capita at the
time of their death was exactly the same.[23] For someone born in 1500,
GDP per capita at their birth had dipped to £1,586, and eighty years later it
had rebounded to only £1,604.[24] Compare that with a person born in 1900,



whose eighty-year life span saw a jump from £6,734 to £20,979.[25] So it’s
not only that our biological evolution has not attuned us to gradual progress,
but our cultural evolution hasn’t, either. There’s nothing in Plato or
Shakespeare reminding us to heed gradual material progress in society,
because it wasn’t noticeable back when they lived.

A modern version of a predator hiding in the foliage is the phenomenon
of people continually monitoring their information sources, including social
media, for developments that might imperil them. According to Pamela
Rutledge, director of the Media Psychology Research Center, “We
continually monitor events and ask, ‘Does it have to do with me, am I in
danger?’ ”[26] This crowds out our capacity to assess positive developments
that unfold slowly.

Another evolutionary adaptation is the well-documented psychological
bias toward remembering the past as being better than it actually was.
Memories of pain and distress fade more quickly than positive memories.
[27] In a 1997 study by Colorado State University psychologist Richard
Walker,[28] participants rated events in terms of pleasure and pain and then
evaluated them again three months, eighteen months, and four and a half
years later. The negative reactions faded far more quickly than positive
ones, while the pleasant memories persisted. A 2014 study in countries
including Australia, Germany, Ghana, and many others[29] showed this
“fading negative affect bias” to be a worldwide phenomenon.

Nostalgia, a term the Swiss physician Johannes Hofer devised in 1688
by combining the Greek words nostos (homecoming) and algos (pain or
distress), is more than just recalling fond reminiscences; it is a coping
mechanism to deal with the stress of the past by transforming it.[30] If the
pain of the past did not fade, we would be forever crippled by it.

Research supports this phenomenon. A study by North Dakota State
University psychology professor Clay Routledge analyzed the use of
nostalgia as a coping mechanism and found that the participants who wrote
about a positive nostalgic event reported higher levels of self-regard and
stronger social bonds.[31] In this way nostalgia is useful for both the
individual and the community. When we look back on our past experiences,



the pain, stresses, and challenges have faded, and we tend to remember the
more positive aspects of life. Conversely, when we think of the present, we
are highly cognizant of our current worries and difficulties. This leads to the
often false impression that the past was better than the present, despite
overwhelming objective evidence to the contrary.

We also have a cognitive bias toward exaggerating the prevalence of bad
news among ordinary events. For example, a 2017 study showed that
people’s perceptions of small random fluctuations (e.g., good days or bad
days in the stock market, severe or mild hurricane seasons, unemployment
ticking up or down) are less likely to be perceived as random if they are
negative.[32] Instead people suspect that these variations indicate a broader
worsening trend. As cognitive scientist Art Markman summarized one of
the key results, “When participants were asked whether the graph indicated
a fundamental shift in the economy, they were more likely to see a small
change as indicating a major change when it meant that things were getting
worse rather than that things were getting better.”[33]

This research and more like it suggests that we are conditioned to expect
entropy—the idea that the default state of the world is things falling apart
and getting worse. This can be a constructive adaptation, preparing us for
setbacks and motivating action, but it represents a strong bias that obscures
improvements to the state of human life.

This has a concrete impact on politics. A Public Religion Research
Institute poll found that 51 percent of Americans in 2016 felt that
“American culture and way of life have changed for the worse…since the
1950s.”[34] The year before, a YouGov survey found that 71 percent of the
British public believed that the world is getting progressively worse, and
only 5 percent said that it is getting better.[35] Such perceptions incentivize
populist politicians to promise to restore the lost glories of the past, despite
that past being dramatically worse on nearly every objective measure of
well-being.

As one of many examples of this phenomenon, a 2018 survey[36] asked
31,786 people from 26 countries—speaking 17 languages and representing
63 percent of the world’s population—whether worldwide poverty had



increased or decreased over the prior twenty years and by how much. Their
responses are indicated in the chart below.

In the past twenty years, the proportion of the world

population living in extreme poverty has…

Martijn Lampert, Anne Blanksma Çeta, and Panos Papadongonas, 2018

Only 2 percent got the correct answer: poverty decreased by 50 percent.
A growing body of social science confirms these discrepancies between
public perception and the reality of pervasive progress according to myriad
social and economic measures. For another example, a landmark study in
the United Kingdom by Ipsos MORI for the Royal Statistical Society and
King’s College London[37] showed a wide divergence between popular
opinion and actual statistics on numerous topics such as:



The public impression was that 24 percent of government benefits
were claimed fraudulently, whereas the actual figure was 0.7
percent.
In England and Wales, crime fell 53 percent between 1995 and
2012, yet 58 percent of the public thought crime had gone up or
stayed the same during this period. Violent crime between 2006 and
2012 fell 20 percent, whereas 51 percent thought it had gone up.
The public’s impression of teen pregnancy was 25 times worse than
reality: 0.6 percent of girls under 15 in the UK get pregnant every
year, while the public estimate was 15 percent.

Public Perception of Rising Crime

Source: Gallup Poll

Jamiles Lartey, Weihua Li, and Liset Cruz, the Marshall Project, 2022



The same effect holds on the western side of the Atlantic. During the
twenty-first century a significant majority of Americans (up to 78 percent)
have believed that crime had increased nationally over the previous year,
despite the fact that both violent and property crime have declined by about
half since 1990.[38]

Actual Crime Rates in the US

Source: Uniform Crime Reporting Program, Federal Bureau of Investigation

Jamiles Lartey, Weihua Li, and Liset Cruz, the Marshall Project, 2022

The aphorism “If it bleeds, it leads” encapsulates a major cause of these
misperceptions. A violent incident will be reported extensively, whereas
reductions in crime (e.g., due to data-driven law enforcement or better
communication between the police and the community) are literally non-
incidents. As such, they do not get widely covered.

This need not be the result of anyone’s conscious decision—the
incentives of the media structurally favor reporting on violent or negative
stories. Because of the cognitive biases described earlier in this chapter,
humans are more naturally attuned to threatening information. Since most
media (both traditional news media and social media) make their money by



attracting eyeballs to generate ad revenue, we shouldn’t be surprised that
the industry has learned, collectively, that the best way to stay in business is
to propagate threatening information that provokes strong emotional
responses.

This is also connected to the issue of urgency. The word “news” literally
suggests that the information is novel and timely. People have only so much
time to consume media, so they tend to prioritize incidents that have just
happened. The problem is that the vast majority of such discrete, urgent
events are bad things. As I highlighted at the beginning of this chapter, most
of the good things happening in the world are very gradual processes, so it
is very difficult for these stories to rise to the level of urgency that would
make them, for example, a front-page story in The New York Times or the
top story on CNN. Similar effects hold true on social media—it’s easy to
share videos of a disaster, but gradual progress doesn’t generate dramatic
footage.

As Steven Pinker said, “News is a misleading way to understand the
world. It’s always about events that happened and not about things that
didn’t happen. So when there’s a police officer that has not been shot up or
city that has not had a violent demonstration, they don’t make the news. As
long as violent events don’t fall to zero, there will always be headlines to
click on…. Pessimism can be a self-fulfilling prophecy.”[39] This is
especially true now that social media aggregates alarming news from the
entire planet—whereas previous generations were mainly just informed
about local or regional events.

Yet my converse observation is: “Optimism is not an idle speculation on
the future but rather a self-fulfilling prophecy.” Belief that a better world is
genuinely possible is a powerful motivator to work hard on creating it.

Daniel Kahneman received the Nobel Prize in Economics for his work
(some of it in collaboration with Amos Tversky) explaining invalid and
unconscious heuristics that people use in making estimates about the world.
[40] Their research demonstrated that people systematically disregard prior
probability—the fact that things that are true about a group in general tend
to be true about individuals from that group that one encounters. For



example, if asked to select the probable occupation of a stranger based on
his self-description, if he tells you he “loves books,” you might choose
“librarian,” ignoring the base rate—the general fact that there are relatively
few librarians in the world.[41] Someone overcoming this bias would realize
that loving books is very weak evidence about someone’s occupation so
would instead guess a much more common job like “retail worker.” People
are not unaware of base rates, but they often overlook them in favor of
responding to a vivid detail when considering a particular situation.

Another biased heuristic cited by Kahneman and Tversky is that naive
observers will expect that a coin toss is more likely to come out heads if
they just experienced a run of tails.[42] This is due to a misunderstanding of
regression to the mean.

A third bias that explains much of society’s pessimistic skew is what
Kahneman and Tversky call the “availability heuristic.” [43] People estimate
the likelihood of an event or a phenomenon by how easily they can think of
examples of it. For the reasons discussed previously the news and our news
feeds emphasize negative events, so it is these negative circumstances that
come readily to mind.

That we should correct for these biases doesn’t mean we should ignore
or underestimate real problems, but it provides strong rational grounds for
optimism about humanity’s overall trajectory. Technological change doesn’t
happen automatically—it takes human ingenuity and effort. Nor should this
progress blind us to the urgent suffering people face in the meantime.
Rather, the big-picture trends should remind us that, as difficult and even
hopeless as these problems sometimes seem, as a species we are turning the
tide in solving them. I find that a source of profound motivation.



THE REALITY IS THAT NEARLY EVERY ASPECT OF LIFE

IS GETTING PROGRESSIVELY BETTER AS A RESULT OF

EXPONENTIALLY IMPROVING TECHNOLOGY

Information technology advances exponentially because it directly
contributes to its own further innovation. But that trend also propels
numerous mutually reinforcing mechanisms of progress in other areas. Over
the past two centuries this has spawned a virtuous circle advancing nearly
every aspect of human well-being, including literacy, education, wealth,
sanitation, health, democratization, and reduction in violence.

We often think of human development in economic terms: as people are
able to earn more money each year, they have access to a better quality of
life. But true development involves something much deeper than merely
economies amassing wealth. Economic cycles go up and down; wealth can
be gained and lost. But technological change is essentially permanent. Once
our civilization learns how to do something useful, we generally keep that
knowledge and build on it. This one-way march of progress has been a
powerful counterbalance to the transient catastrophes like natural disasters,
wars, and pandemics that occasionally set societies back.

Intertwined factors like education, health care, sanitation, and
democratization create mutually reinforcing feedback loops—
improvements in any of those areas will likely lead to benefits in the other
areas as well, such as better education producing more capable doctors, and
better doctors keeping more children healthy enough to stay in school. This
has a very powerful implication: new technologies can have huge indirect
benefits, even far from their own areas of application. For example,
domestic appliances in the twentieth century not only saved people a lot of
time and sweat but also facilitated the liberating and transformative shifts
that brought millions of talented women into the workforce, where they
made essential contributions in countless fields. In general, we can say that
technological innovation promotes conditions that help more people in a
society fulfill their potential, which in turn enables even more innovation.



As another example, the invention of the printing press improved and
greatly broadened access to education, providing a more capable and
sophisticated workforce that drove economic growth. More literacy enabled
better coordination of production and trading, which also resulted in greater
prosperity. The increased wealth in turn allowed for greater investment in
infrastructure and education, which accelerated the beneficial cycle.
Meanwhile, mass print communication facilitated greater democratization,
which over time has yielded lower violence.

At first this was a very slow process, and the differences between the
lifestyles of grandparents and their grandchildren were subtle and generally
not noticed. But the smooth trend over the course of centuries was a
gradually yet significantly increasing trajectory in all of these measures of
social well-being. These trends have accelerated in recent decades,
propelled by the steepening curves of exponential advances in almost every
form of information technology. As I describe in this chapter, over the next
couple of decades this progress will go into very high gear.

LITERACY AND EDUCATION

Throughout most of human history, literacy remained very low throughout
the world. Knowledge was mostly passed orally, and a key reason for this
was that reproducing writing was very expensive. It was not worth the
average person’s time to learn how to read if he or she rarely encountered
and could never afford written material. Time is the only scarce resource
that we all consume equally—no matter who you are, you only get twenty-
four hours in a day. When people are deciding how to spend their time, it’s
only rational to think of what benefits they’ll get from a potential choice.
Learning to read is a large investment of time. In societies where survival
itself was difficult and books were too costly for the average person to
access, this wouldn’t be a wise investment. So we should be careful not to



think of our illiterate ancestors as benighted or incurious. Rather, they were
living under conditions that strongly discouraged literacy.

With this perspective it’s worth also considering how the incentives in
today’s world have sometimes discouraged learning. For example, in places
with few information technology jobs, young people interested in computer
science may find that studying programming won’t be a wise use of their
time. But now, just as in Europe centuries ago, technology can change that
—as automatic translation, distance learning, natural-language
programming, and teleworking open new opportunities and reward
curiosity.

The introduction of the movable-type printing press in Europe in the late
Middle Ages sparked a proliferation of inexpensive and varied reading
materials and made it practical for ordinary people to become literate. As
the medieval period was ending, less than a fifth of Europe’s population
knew how to read.[44] Literacy was limited primarily to clergy and
occupations that required reading.[45] During the Enlightenment, literacy
gradually became more widespread, but by 1750 only the Netherlands and
Great Britain, among major European powers, had more than a 50 percent
literacy rate.[46] By 1870 only Spain and Italy notably lagged behind that
mark, likely due to their relatively undeveloped economies at that time and
recent civil wars.[47] Yet the global average remained lower than that of
Europe. In 1800, probably fewer than one in ten people worldwide could
read, but throughout the nineteenth century the spread of mass-produced
newspapers helped promote wider literacy, while social reforms started to
guarantee basic education for all children.[48] By 1900, though, still fewer
than one in four people could read.[49] During the twentieth century, public
education expanded globally, and worldwide literacy exceeded one in four
by 1910. By 1970 a majority of the world’s population had become literate.
[50] Since then it has rapidly jumped to near-universal prevalence in most
places.[51] Today the worldwide literacy rate is nearly 87 percent, and
developed countries often boast figures above 99 percent.[52]

There is still progress to be made, however. These literacy figures refer
to basic standards, such as reading and writing small messages like one’s



name. New, richer metrics have been developed to assess the quality of
literacy. For example, according to the National Assessment of Adult
Literacy, in 2003, only 86 percent of the US population scored above
“below basic” in literacy.[53] A similar assessment nine years later found
that there was no significant improvement.[54]

Literacy Growth Since 1820[55]

Principal sources: Our World in Data; UNESCO



Literacy Rates by Country[56]

Sources: Our World in Data; UNESCO

In 1870 the population of the United States had on average around four
years of formal education—while those of the United Kingdom, Japan,
France, India, and China were all below one year.[57] The United Kingdom,
Japan, and France began quickly catching up to the United States during the
early twentieth century as they expanded their free public schooling.[58]

Meanwhile, India and China both remained poor and underdeveloped but
took major leaps forward during the two decades after World War II.[59] By
2021 India averaged 6.7 years of education and China 7.6 years.[60] The
other countries mentioned previously all averaged more than 10 years, with
the United States leading the way at 13.7 years.[61] The following charts
show this dramatic progress over the past half century—not coincidentally,
the same period in which computers were both facilitating education and
increasing the benefits of schooling.



US Education Expenditures[62]

Linear scale

Principal source: National Center for Education Statistics



US Education Expenditures per Capita[63]

Linear scale

Principal source: National Center for Education Statistics



Average Years of Education[64]

Principal sources: Our World in Data; UN Human Development Report Office

AVAILABILITY OF FLUSH TOILETS, ELECTRICITY, RADIO,

TELEVISION, AND COMPUTERS

Historically one of the greatest causes of disease and death was
contamination of food and water supplies by human feces.[65] Flush toilets,
the definitive technological solution to this problem, gradually gained
adoption in US cities after appearing as early as 1829, but their use did not
become common in urban areas until the turn of the twentieth century.[66]

During the 1920s and 1930s, flush toilets rapidly spread to rural areas,
reaching three-quarters of households by 1950, and 90 percent by 1960.[67]

In 2023, the tiny fraction of American homes without flush toilets is in



many cases attributable to lifestyle choices (such as preferring to live in
rustic settings) as opposed to abject poverty.[68] By contrast, poverty has
been a major reason why people in developing countries still lack flush
toilets or other forms of improved sanitation, such as composting toilets.[69]

Worldwide access to safe toilets has been steadily rising, though, as
sanitation technology becomes less expensive, and as areas that had been
prone to violence become more stable and able to invest in sanitation
infrastructure.[70]

Flush Toilets and Improved Sanitation, US and

Worldwide[71]

Principal sources: Stanley Lebergott, Pursuing Happiness: American Consumers in the Twentieth

Century (Princeton, NJ: Princeton University Press, 1993); US Census Bureau; World Bank

Dashed lines indicate estimates bridging data sources.

Electricity is not itself an information technology, but because it powers
all our digital devices and networks, it is the prerequisite for the countless



other benefits of modern civilization. Even before computers, it ran
transformative labor-saving appliances and allowed people to work and
play at night. At the start of the twentieth century, electrification in the
United States was limited mainly to large urban areas.[72] The pace of
electrification slowed around the start of the Great Depression, but during
the 1930s and 1940s, President Franklin D. Roosevelt championed massive
rural electrification programs, which aimed to bring the efficiency of
electric machinery to America’s agricultural heartland.[73] By 1951 more
than 95 percent of American homes had electricity, and by 1956 the national
electrification effort was regarded as essentially complete.[74]

In other parts of the world, electrification has usually followed a similar
pattern: cities first, followed by suburban and then rural areas.[75] Today
more than 90 percent of the earth’s population has electricity.[76] For those
still without power, the primary obstacle is political, not technological. MIT
professor Daron Acemoğlu and his colleague James Robinson have done
very influential research on the key role of political institutions in human
development.[77] In short, as countries allow more people to participate
freely in politics, and as people gain the security to innovate and invest for
the future, feedback loops of prosperity are able to take hold. It is these
factors that make it so difficult to bring electricity to the roughly one-tenth
of the world’s population that still lack it. In areas where violence is
common, people conclude that it is not worth investing in expensive electric
infrastructure that might be quickly destroyed. Likewise, when roads are
poor and dangerous, it is difficult to ship machinery and fuel to isolated
communities so they can generate their own power. Fortunately,
inexpensive and efficient photovoltaic cells will continue to expand access
to electricity.



Electricity in Homes, US and World[78]

Sources: US Census Bureau; World Bank; Stanley Lebergott, The American Economy: Income, Wealth

and Want (Princeton, NJ: Princeton University Press, 1976)

The first transformative communication technology enabled by
electricity was radio. Commercial radio broadcasting in the United States
began in 1920 and by the 1930s had become the nation’s primary form of
mass media.[79] Unlike newspapers, which were mainly limited to a single
metropolitan area, radio broadcasts could reach audiences across the
country. This spurred development of a truly national media culture, as
people from California to Maine heard many of the same political
addresses, news reports, and entertainment programs. By 1950 more than
nine out of ten American households had a radio, but during that same
decade television began to supplant radio’s dominance of the media
landscape.[80] In response, listeners’ habits shifted. Radio programming



started to focus more narrowly on news, politics, and sports, and people did
much of their listening while in the car.[81] Since the 1980s, highly partisan
political talk shows have become some of the most powerful forces in radio
and have attracted criticism for reinforcing listeners’ biases while closing
them off to contrary information.[82] Since the proliferation of smartphones
and tablets in the 2010s, an increasing proportion of radio content is
streamed online without actually being carried over traditional radio waves.
(In 2007, the year the first iPhone was released, only 12 percent of
Americans listened to online radio at least once a week; by 2021 this had
reached 62 percent.)[83]

The adoption of television followed a pattern similar to radio’s, but with
the nation already much more developed, its exponential growth was even
faster. Scientists and engineers began theorizing in the late nineteenth
century about the advances that would lead to television, and by the late
1920s the first primitive television systems were being developed and
demonstrated.[84] The technology had reached commercial viability in the
United States by 1939, but the outbreak of World War II brought worldwide
television production to a virtual halt.[85] As soon as the war ended, though,
Americans rapidly began buying televisions. New stations sprang up
nationwide, and by 1954 a majority of households had at least one TV.[86]

Adoption increased rapidly, and by 1962 more than 90 percent of
households had a set.[87] Growth then slowed as late adopters trickled into
the TV-watching ranks over the next three decades.[89] By 1997 use had
peaked, at 98.4 percent of households, before slightly declining in the years
since, standing around 96.2 percent in 2021.[90] The falloff can be attributed
to a range of factors: a cultural shift away from excessive television
watching, the emergence of competing pastimes online, and the recent trend
toward television-style programming being available for streaming on
online devices.[91]



US Households with Radio[88]

Sources: US Census Bureau; Douglas B. Craig, Fireside Politics: Radio and Political Culture in the United

States, 1920–1940 (Baltimore, MD: Johns Hopkins University Press, 2000)

While it appears that the proportion of American households with a radio has
fallen significantly in recent years (from 96 percent in 2008 to 68 percent in
2020, according to one study using different methodology from that used for the
data in this chart), this is deeply misleading because other devices now perform
the same function. For example, as of 2021, 85 percent of American adults had a
smartphone, which allows free streaming of radio programming without the need
for a radio.



US Households with Television[93]

Principal sources: US Census Bureau; Cobbett S. Steinberg, TV Facts, Facts on File; Jack W.

Plunkett, Plunkett’s Entertainment & Media Industry Almanac 2006 (Houston, TX: Plunkett Research,

2006); Nielsen Company

Unlike radio and television, which allow passive media consumption,
computers open up wider possibilities because they are interactive. Personal
computers started entering American homes during the 1970s, with
machines such as the Kenbak-1, and in 1975 the wildly popular Altair 8800,
which was sold in build-it-yourself kits.[92] By the end of the decade
companies like Apple and Microsoft were transforming the market with
user-friendly personal computers that ordinary people could learn to operate
in an afternoon.[94] Apple’s famous 1984 Super Bowl commercial got the
whole country talking about computers, and the proportion of US
households with a computer nearly doubled within five years of its airing.
[95] During that period people mostly used computers for things like word
processing, data entry, and simple gaming.



But the blossoming of the internet in the 1990s massively expanded the
usefulness of computers. In January 1990 there were roughly 175,000 hosts
across the internet’s entire Domain Name System.[96] By January 2000 this
had soared to around 72,000,000.[97] Likewise, the volume of worldwide
internet traffic grew from about 12,000 gigabytes in 1990 to 306,000,000
gigabytes in 1999.[98] This directly increased the usefulness of computers.
Just as streaming services can attract more subscribers and charge higher
fees when they have more and better content, the internet became
worthwhile to more people as the pool of available content expanded
exponentially. And this created a positive feedback loop—many of these
new users contributed content of their own that increased the internet’s
value even further. As a result, during the 1990s home computers went from
being platforms for word processing and primitive gaming to portals that
could access most of the world’s knowledge and connect a user to people
continents away. The rise of e-commerce enabled people to use their
computers for making many of their purchases, and the emergence of social
media in the 2000s allowed the online experience to become richly
interactive.

By 2017–2021 about 93.1 percent of US households had computers, and
the percentage continues to rise as the Greatest Generation declines and
millennials start families of their own.[99] Meanwhile, there has been a
steady rise in worldwide computer ownership. Computers embedded in
smartphones have rapidly expanded market penetration in the developing
world, and as of 2022 around two-thirds of the world’s population has at
least one.[100]



Households with Computers, US and

Worldwide[101]

Principal sources; US Census Bureau; International Telecommunication Union

LIFE EXPECTANCY

As I discuss in more detail in chapter 6, most of our progress in disease
treatment and prevention to date has been the product of the linear process
of hit-or-miss efforts to find useful interventions. Because we have lacked
tools for systematically exploring all possible treatments, discoveries under
this paradigm have owed a lot to chance. Likely the most notable chance
breakthrough in medicine was the accidental discovery of penicillin, which
opened up the antibiotic revolution and has since saved perhaps as many as
200 million lives.[102] But even when discoveries aren’t literally accidental,
it still takes good fortune for researchers to achieve breakthroughs with



traditional methods. Without the ability to exhaustively simulate possible
drug molecules, researchers have to rely on high-throughput screening and
other painstaking laboratory methods, which are much slower and more
inefficient.

To be fair, this approach has brought great benefits. A thousand years
ago, European life expectancy at birth was just in the twenties, since so
many people died in infancy or youth from diseases like cholera and
dysentery, which are now easily preventable.[103] By the middle of the
nineteenth century, life expectancy in the United Kingdom and the United
States had increased to the forties.[104] As of 2023 it has risen to over eighty
in much of the developed world.[105] So we have nearly tripled life
expectancy in the past thousand years, and doubled it in the past two
centuries. This was largely achieved by developing ways to avoid or kill
external pathogens—bacteria and viruses that bring disease from outside
our bodies.

Today, though, most of this low-hanging fruit has been picked. The
remaining sources of disease and disability spring mostly from deep within
our own bodies. As cells malfunction and tissues break down, we get
conditions like cancer, atherosclerosis, diabetes, and Alzheimer’s. To an
extent we can reduce these risks through lifestyle, diet, and supplementation
—what I call the first bridge to radical life extension.[106] But those can
only delay the inevitable. This is why life expectancy gains in developed
countries have slowed since roughly the middle of the twentieth century.
For example, from 1880 to 1900, life expectancy at birth in the United
States increased from about thirty-nine to forty-nine, but from 1980 to 2000
—after the focus of medicine had shifted from infectious disease to chronic
and degenerative disease—it only increased from seventy-four to seventy-
six.[107]

Fortunately, during the 2020s we are entering the second bridge:
combining artificial intelligence and biotechnology to defeat these
degenerative diseases. We have already progressed beyond using computers
just to organize information about interventions and clinical trials. We are
now utilizing AI to find new drugs, and by the end of this decade we will be



able to start the process of augmenting and ultimately replacing slow,
underpowered human trials with digital simulations. In effect we are in the
process of turning medicine into an information technology, harnessing the
exponential progress that characterizes these technologies to master the
software of biology.

One of the earliest and most important examples of this is found in the
field of genetics. Since the completion of the Human Genome Project in
2003, the cost of genome sequencing has followed a sustained exponential
trend, falling on average by around half each year. Despite a brief plateau in
sequencing costs from 2016 to 2018 and slowed progress amid the
disruptions of the COVID-19 pandemic, costs continue to fall—and this
will likely accelerate again as sophisticated AI plays a greater role in
sequencing. Costs have plunged from about $50 million per genome in
2003 to as low as $399 in early 2023, with one company promising to have
$100 tests available by the time you read this.[108]

As AI transforms more and more areas of medicine, it will give rise to
many similar trends. It is already starting to have a clinical impact,[109] but
we are still in the early part of this particular exponential curve. The current
trickle of applications will become a flood by the end of the 2020s. We will
then be able to start directly addressing the biological factors that now limit
maximum life span to about 120 years, including mitochondrial genetic
mutations, reduced telomere length, and the uncontrolled cell division that
causes cancer.[110]

In the 2030s we will reach the third bridge of radical life extension:
medical nanorobots with the ability to intelligently conduct cellular-level
maintenance and repair throughout our bodies. By some definitions, certain
biomolecules are already considered nanobots. But what will set the
nanobots of Bridge Three apart is their ability to be actively controlled by
AI to perform varying tasks. At this stage, we will gain a similar level of
control over our biology as we presently have over automobile
maintenance. That is, unless your car gets destroyed outright in a major
wreck, you can continue to repair or replace its parts indefinitely. Likewise,



smart nanobots will enable targeted repair or upgrading of individual cells
—definitively defeating aging. More on that later in chapter 6.

The fourth bridge—being able to back up our mind files digitally—will
be a 2040s technology. As I argue in chapter 3, the core of a person’s
identity is not their brain itself, but rather the very particular arrangement of
information that their brain is able to represent and manipulate. Once we
can scan this information with sufficient accuracy, we’ll be able to replicate
it on digital substrates. This would mean that even if the biological brain
was destroyed, it wouldn’t extinguish the person’s identity—which could
achieve an almost arbitrarily long life span being copied and recopied to
safe backups.

UK Life Expectancy, At Birth and at Ages 1, 5, and

10[111]

Source: UK Office of National Statistics



US Life Expectancy, At Birth and at Ages 1, 5, and

10[112]

Source: UN Department of Social and Economic Affairs

DECLINE IN POVERTY AND INCREASE IN INCOME

The technological trends described so far in this chapter are each highly
beneficial, but it is their aggregate mutually reinforcing effect that is truly
transformative. While economic well-being is an incomplete measure of
progress, it is our best metric for understanding this sweeping process over
long periods of time.

Worldwide, the macro trend has been remarkably steady. In 1820, an
estimated 84 percent of the world population was living in extreme poverty
by modern global standards.[113] With the spread of industrialization,
poverty rates soon began to decline in Europe and America.[114] After World



War II this process accelerated significantly as more modern agriculture
was introduced in India and China over the following decades.[115]

Although intensifying media coverage of global poverty has given many
people in developed countries a false impression of its extent, the poverty
rate continues to decline—with dramatic improvements over the past thirty
years. By 2019 extreme poverty (presently defined as living on less than
$2.15 a day in 2017 dollars) was down to around 8.4 percent worldwide,
having dropped by more than two-thirds between 1990 and 2013.[116]

The decline was steepest in East Asia, where China’s economic
development pulled hundreds of millions of people out of poverty and into
living standards comparable to those of other developed countries. From
1990 to 2013 there was an astonishing 95 percent drop in East Asia’s
extreme poverty, in a total population that grew from 1.6 billion to 2 billion
during that period.[117]

The only region where extreme poverty increased during much of that
same period was Europe and Central Asia, where the economic chaos that
followed the collapse of the Soviet Union has taken decades to repair.[118]

Notably, this was primarily for political reasons rather than narrowly
economic or technological ones. The collapse of the authoritarian Soviet
government created a power vacuum that allowed enormous corruption.
Especially in the poorer Central Asian post-Soviet republics, this generated
negative feedback loops that discouraged investment and suppressed
prosperity.

Since the end of the Cold War, though, the international community has
been able to devote much more of its attention to fighting serious poverty in
the most deprived regions of the earth. Right after the fall of the Soviet
Union, many developed nations cut their foreign aid budgets and gave less
priority to international development.[119] This occurred because during the
Cold War, development was largely seen through a strategic lens as Western
democracies and communist Eastern bloc nations wrangled for influence in
the developing world. But by the middle of the 1990s, the OECD
(Organisation for Economic Co-operation and Development) decided that
promoting development was vitally important both from a humanitarian



perspective and because fostering a safe and prosperous world would
benefit everyone. In 2000 the United Nations enshrined these ideas in its
Millennium Development Goals, which coordinated international efforts to
achieve key development milestones by 2015.[120] While many of these
ambitious targets were not met, the MDGs nonetheless stimulated very
important progress that improved hundreds of millions of lives.

Within the United States, extreme poverty in absolute terms (per the
global benchmark of $2.15 per day in 2017 dollars) has been at or below
1.2 percent since measurement began.[121] Yet statistics for relative poverty
(being poor in relation to accepted standards for one’s own society) provide
a different perspective. Relative poverty in the United States fell from about
45 percent in the nineteenth century, dropping dramatically during the
postwar years, and reached about 12.5 percent in 1970, at which point it
stagnated.[122] It has remained in the teens since,[123] fluctuating with
changes in the wider economy, but has not seen long-term improvement.
[124] One reason for this is that rising living standards have led to continual
redefinition of the relative poverty line, so people who would not have been
considered poor based on quality of life in 1980 are now considered poor.
[125]

Still, from 2014 to 2019, the number of Americans in poverty (according
to the periodically redefined standard) declined by around 12.6 million,
despite the total population’s rising by about 8.9 million in that same
period.[126] And 4.1 million of that reduction came in 2019 alone, when the
poverty rate among the elderly neared an all-time low.[127] While the
COVID-19 pandemic caused a temporary increase,[128] it represented a
deviation from the overall downward trend since the 2008 financial crisis.

In addition, today’s poor are much better off in absolute terms due to the
wide accessibility of free information and services via the internet—such as
the ability to take MIT open courses or video-chat with family continents
away.[129] Similarly, they benefit from the radically improved price-
performance of computers and mobile phones in recent decades, but these
are not properly reflected in economic statistics. (The failure of economic
statistics to sufficiently capture the exponentially improving price-



performance of products and services influenced by information technology
is discussed in greater detail in the next chapter.) Someone with an
inexpensive smartphone today can use the internet to quickly and easily
access almost all of the world’s educational information, translate
languages, find directions, and much more. This capability would not have
been available, even for many millions of dollars, a few decades ago.

US Poverty Rates[130]

Relative versus absolute

Sources: US Census Bureau; World Bank



Declining Poverty Rates Worldwide[131]

In absolute terms, with US poverty rate for comparison

Principal sources: Our World in Data; François Bourguignon and Christian Morrisson, “Inequality

Among World Citizens: 1820–1992,” American Economic Review 92, no. 4 (September 2002); 727–

44.

In the United States, average daily income per person has steadily
soared. In 2023 the US poverty line for a single person was $14,580, which
translates to living on $39.95 a day.[132] In real terms, the average (not
median) American has been above the 2023 poverty line since about 1941.
[133]

AVERAGE DAILY INCOME PER PERSON IN THE UNITED STATES (2023 DOLLARS), BY

YEAR[134]

2020: $191.00
2015: $169.88



2010: $154.15
2000: $147.18
1990: $124.32
1980: $102.41
1970: $89.82
1960: $65.27
1950: $52.97
1940: $35.47
1930: $30.74
1910: $26.45
1900: $20.08
1880: $15.08
1860: $13.27
1840: $8.37
1800: $5.65
1774: $7.06

APPROXIMATE POVERTY RATE IN THE UNITED STATES (RELATIVE POVERTY,
PERIODICALLY REDEFINED BY THE GOVERNMENT), BY YEAR[135]

2020: 11.5%
2015: 13.5%
2010: 15.1%
2000: 11.3%
1990: 13.5%
1980: 13.0%
1970: 12.6%
1960: 22.2%
1950: ~30%
1935: ~45%
1910: ~30%
1870: ~45%



Decline in Extreme Poverty, by Region[136]

Source: World Bank

It is perhaps unsurprising that US gross domestic product has been
growing exponentially, as population growth means a larger economy. But
gross domestic product per capita—which controls for population growth—
has also been growing exponentially.[137] Again, keep in mind that this does
not include free information products and does not account for the
exponential increase in the power of information technology for the same
cost over time.



US GDP per Capita[138]

Linear scale

Sources: Maddison Project Database; Bureau of Economic Analysis; Federal Reserve



US GDP per Capita[139]

Logarithmic scale

Sources: Maddison Project Database; Bureau of Economic Analysis; Federal Reserve

GDP reflects overall economic activity, including big businesses, but the
same trend also holds when we focus only on personal income. Personal
income per capita measures earnings by real people, as opposed to those of
corporations. Thus, it includes salaries and wages but also the dividends and
profits that shareholders and business owners make from their companies.
Since the statistic was first recorded in 1929, personal income in the United
States in constant dollars per capita has risen enormously, with only brief
downturns during the Great Depression and major recessions. Over the past
nine decades, the average American’s real earnings have increased more
than fivefold. This is the case despite substantial reductions in the number
of hours worked.[140] Median personal income, which reflects a person in
the exact middle of the national income distribution, has not grown as
quickly. But real median incomes continue to rise steadily in absolute terms,



from (all in 2023 dollars) $27,273 in 1984 to $42,488 in 2019, just before
the pandemic.[141]

These gains significantly understate the benefits that have actually been
achieved, as they do not reflect the fact that, as noted previously, many
goods, like electronics, now cost much less than they used to—and many
extremely valuable services, like search engines and social networks, are
offered free to their users. In addition, globalization has made available a
much wider selection of products and services than people could access in
1929. It is difficult to assign a monetary value to the dizzying variety
available to modern consumers relative to past decades. Even if you can
have only Chinese food or Mexican food at a given meal, you would
probably rather have the choice instead of just one option. This variety has
affected countless areas of life. Instead of having three television stations to
choose from, we have hundreds. Instead of a few fruits at the supermarket,
we get out-of-season fruit flown in from the opposite hemisphere. Instead
of a few thousand books at a bookstore, we can choose from among
millions on Amazon.

These choices help everyone satisfy their preferences better, but they are
especially important to people who have unusual tastes and interests.
Thanks to the globalized economy made possible by information
technology, if you love collecting old kaleidoscopes, you can go on eBay
and buy them from anywhere in the world. And if you’re a kid interested in
math and science, you can watch hours of educational shows that nurture
your curiosity instead of being stuck watching Gunsmoke around your
family’s single TV set, as was common back in my generation. The
maturation of 3D printing and eventually nanotechnology will
exponentially accelerate this diversification of our choices in the coming
decades.



US Personal Income per Capita[142]

Sources: Bureau of Economic Analysis; National Bureau of Economic Research; Alexander Klein,

“New State-Level Estimates of Personal Income in the United States, 1880–1910,” in Research in

Economic History, vol. 29, ed. Christopher Hanes and Susan Wolcott (Bingley, UK: Emerald Group,

2013); Federal Reserve

Annual income is a useful metric, but it’s even more informative to
consider income in light of the amount of time people spend working. Real
personal income per hour in constant dollars has steadily increased in the
United States, from around $5 per hour in 1880 to around $93 per hour in
2021.[143] Note, though, that personal income does not just consist of wage
and salary income. It also includes income from investments and earnings
from a business someone owns, as well as government benefits and one-
time payments like the 2020 pandemic stimulus. Thus, personal income per
hour is consistently higher than measures of hourly wage and salary income
alone. The reason this is a useful measure is that it reflects how non-wage
income is forming an increasing share of all personal income, and so better
demonstrates how total economic prosperity is increasing even as the
average worker spends less time working.



The following chart shows how steadily real income per hour worked
has been rising in the United States—even during periods of economic
turmoil. Although there isn’t good data available from the deepest trough of
the Great Depression, it appears that hourly income did not suffer nearly as
badly during this period as other measures of economic performance. The
reason is that the fall in personal income per capita during the Depression
resulted from the population’s earning less overall income. With the
population (the denominator) not changing very much, this inevitably
meant lower per-capita earnings. However, when people lose jobs, they
both lose income and work fewer hours. This reduction in the denominator
resulted in earnings per hour staying steady and even growing during the
Depression. Another way of looking at this is that many people lost jobs
altogether, but wages didn’t fall much for those who managed to stay
employed.



US Average Personal Income per Hour Worked[144]

(Includes non-wage income)

Principal sources: Maddison Project; Bureau of Economic Analysis; Stanley Lebergott, “Labor Force

and Employment, 1800–1960,” in Output, Employment, and Productivity in the United States After

1800, ed. Dorothy S. Brady (Washington, DC: National Bureau of Economic Research, 1966);
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Emerald Group, 2013); Michael Huberman and Chris Minns, “The Times They Are Not Changin’:

Days and Hours of Work in Old and New Worlds, 1870–2000,” Explorations in Economic History 44,

no. 4 (July 12, 2007)

In the late nineteenth century, the average American worker spent nearly
three thousand hours per year on the job.[145] After around 1910 this figure
began rapidly declining as regulations and labor unions pushed down the
length of workdays and provided workers with more time off.[146]

Additionally, employers found that rested employees were more productive
and accurate in their work, so it made sense to divide work hours among a
greater number of workers than was the case at the start of the Industrial
Revolution. Average hours worked plunged to below 1,750 a year during
the Great Depression as firms had to slash the hours of even those



employees who still had jobs.[147] During World War II and the postwar
boom, Americans rushed back into factories and offices, averaging more
than 2,000 hours a year.[148] Since then, hours worked have gradually but
steadily declined in the United States, returning to approximately
Depression-era levels.[149] The difference is that today those reductions
have been largely driven by people opting for part-time work and making
other choices that promote a healthier work-life balance. In some European
countries, the decline in hours worked has been even steeper.[150]

Shifts in the kinds of jobs in demand have motivated millennials and
Generation Z, more than other generations, to seek creative, often
entrepreneurial careers, and have given them the freedom to work remotely,
which cuts out travel time and expense but can lead to blurry boundaries
between work and life. The COVID-19 pandemic created a sudden and
dramatic shift in the labor force toward telework and other alternative
models of the employer-employee relationship. In one study, 98 percent of
respondents said they wanted the option to work remotely for the remainder
of their careers.[151] As technological change enables more and more jobs to
be done remotely, this trend will likely intensify.



US Average Hours Worked per Year[152]

Sources: Michael Huberman and Chris Minns, “The Times They Are Not Changin’: Days and Hours

of Work in Old and New Worlds, 1870–2000,” Explorations in Economic History 44, no. 4 (July 12,

2007); University of Groningen and University of California, Davis; Federal Reserve; Organisation

for Economic Co-operation and Development

One more key indicator of socioeconomic well-being is child labor.
When children are forced into work by poverty, they miss out on education
and face diminished long-term potential. Fortunately, child labor has been
in steady decline throughout the twenty-first century. The International
Labor Organization uses three nested categories to measure progress in this
area.[153] The broadest category is “child employment,” which includes
children working modest hours in light work on family farms or in family-
run businesses; although this may distract from education, it is a relatively
mild form of child labor. The second category, “child labor” proper,
encompasses children working in jobs roughly similar to those an adult
might have, in terms of the hours demanded and the arduousness of the
work itself. The third and narrowest category is “hazardous work,” which is



child labor in conditions that are particularly dangerous. Such jobs include
mining, shipbreaking (dismantling a ship to extract value and for disposal),
and waste handling. From 2000 to 2016, the percentage of the world’s
children estimated to be in hazardous work fell from 11.1 percent to 4.6
percent, although economic disruptions from COVID-19 appear to have
interrupted this progress.[154]

Decline of Child Labor, Worldwide[155]

Sources: International Labor Organization; UNICEF

DECLINE IN VIOLENCE

Increasing material prosperity has a mutually reinforcing relationship with
declining violence. People with a lot to lose economically have stronger
incentives to avoid fighting, and when people can look forward to long lives
of safety, they have good reason to make long-term investments that benefit



society. In Western Europe, homicide rates have been falling consistently
since at least the fourteenth century.[156] Over these long time scales, the
decline has been exponential, even despite the development of ever more
deadly personal weapons. In the Western European countries for which we
have good data going back to the medieval period, annual homicides per
100,000 people have fallen from a per-country average of around thirty-
three in the fourteenth and fifteenth centuries to less than one today—a drop
of greater than 97 percent.[157] Note that these statistics focus on forms of
“ordinary” homicide such as murder and manslaughter and do not include
warfare and genocide.



Homicide Rates in Western Europe Since 1300[158]

Sources: Our World in Data (Roser and Ritchie); Manuel Eisner, “From Swords to Words: Does

Macro-Level Change in Self-Control Predict Long-Term Variation in Levels of Homicide?,” Crime and

Justice 43, no. 1 (September 2014); UN Office on Drugs and Crime

This chart draws on the excellent work of Max Roser and Hannah Ritchie at Our
World in Data, but it differs in recent source selection. The data before 1990 is
from Manuel Eisner, “From Swords to Words: Does Macro-Level Change in
Self-Control Predict Long-Term Variation in Levels of Homicide?,” but instead
of using data from the World Health Organization for 1990–2018, this chart uses
1990–2020 data from the UN Office on Drugs and Crime. This is because the
UNODC data is better corroborated by other sources and more closely matches a
wide range of official law enforcement estimates.

In the United States, murder and other forms of violent crime have been
in a long-term decline since about 1991. Although US homicides have risen
from a low of 4.4 per 100,000 in 2014 to 6.8 in 2021 (the most recent data
at the time of writing), this short-term spike nonetheless leaves homicides
down by more than 30 percent—the figure was 9.8 in 1991.[159] During two
periods of the twentieth century, though, homicide and violent crime in



general were about twice as common as they are today. The first was the
1920s and 1930s, largely as a result of Prohibition and the criminal
organizations that sprang up around the trade in bootleg liquor.[160] The
second epidemic of violence took place during the 1970s, 1980s, and 1990s
as the trade in narcotics and other illegal drugs again brought violence into
the streets of American cities.[161]

Since then, several factors have played major roles in the decline of
violence. With violent crime in the United States spiking to all-time highs
by the early 1980s, criminologists started looking for new solutions.
Scholars George Kelling and James Q. Wilson observed that low-level
crime like graffiti and vandalism made communities feel unsafe and made
some people believe they could get away with more serious and violent
crimes.[162] This idea came to be called the “broken windows theory,” and it
influenced a new trend in policing that emphasized stopping those minor
offenses as a way of preventing more serious crime. This was combined
with a shift toward other, more proactive approaches to crime prevention,
such as increased foot patrols in high-crime neighborhoods and smarter
data-driven modeling of how police resources could be most effectively
employed. Together these factors appear to have played a big role in the
nationwide drop in crime that occurred throughout the 1990s and 2000s.
Still, they did not come without costs. In some cities, broken windows
policing was taken too far and led to disproportionate harm to minority
communities. During the 2020s, the challenge for police will be twofold:
continuing the long-term crime reduction trend while simultaneously
addressing racial disparities and related injustices. Although there is no
single solution for these issues, technologies like police body cameras,
citizens’ cell-phone cameras, automated gunshot detectors, and AI-driven
data analysis can all play a positive role if used responsibly.

Another factor that is just now coming to be properly appreciated is the
relationship between pollution and crime. The effect of environmental
toxicity on the brain, especially from lead, was poorly understood for most
of the twentieth century. Exposure to lead in car exhaust and household
paints adversely affected children’s cognitive development. Although it is



impossible to know whether this chronic poisoning was responsible for any
given crime committed, at the level of the whole population it did lead to a
statistical increase in violent crime—likely by causing lowered impulse
control. Since roughly the 1970s, increasing environmental regulations have
limited the amount of lead and other toxins that get into people’s brains in
childhood, and this is considered to have contributed to lower levels of
violence as well.[163]

Homicide in the United States[164]

Sources: Federal Bureau of Investigation; Bureau of Justice Statistics



Violent Crime in the United States[165]

Sources: Federal Bureau of Investigation; Bureau of Justice Statistics

In his 2011 book The Better Angels of Our Nature, Steven Pinker
marshals further evidence that deaths from homicide in Europe have fallen
by a factor of very roughly fifty since the Middle Ages, and in some cases
more.[166] For example, in Oxford in the fourteenth century, there were an
estimated 110 homicides per 100,000 people per year, whereas in London
today there is less than one homicide per 100,000 people per year.[167]

Pinker estimates that violent deaths overall have fallen by a factor of
somewhere around five hundred since prehistoric times.[168]

Even the great historical conflicts of the twentieth century were not
nearly as deadly in proportional terms as the continual violence in the pre-
state conditions of humanity’s past. Pinker studied twenty-seven
undeveloped societies throughout history without a formal state—a mix of
hunter-gatherers and hunter-horticulturalists that probably represent most
human communities during prehistory.[169] He estimates that these societies



averaged a rate of death in warfare of 524 per 100,000 people per year. By
comparison, the twentieth century saw two world wars—which included
genocide, atomic bombings, and the largest-scale organized violence the
world has ever seen—yet in Germany, Japan, and Russia, three of the
countries hit hardest by this slaughter, the annual war death rates during that
century were just 144, 27, and 135 per 100,000, respectively. The United
States, by comparison, made it through the twentieth century with just 3.7
annual warfare deaths per 100,000, despite entering into conflicts all over
the world.

Yet much of the public incorrectly perceives violence as getting worse.
Pinker largely ascribes this to “historical myopia,” wherein people focus on
more recent events that get more attention and remain unaware of even
worse violent episodes deeper in the past.[170] Essentially, this is the
availability heuristic in action. These misperceptions can in part be
attributed to technologies of documentation: we have easy access to
dramatic color videos of recent violent events. Compare this with the black-
and-white photographs of the nineteenth century or, even before that, the
text descriptions and relatively few paintings of earlier eras.

Like me, Pinker attributes this dramatic decline in violence to virtuous
circles. As people become more confident that they will be free from
violence, the incentive to build schools and write and read books becomes
greater, which in turn encourages the use of reason instead of force to solve
problems, which then reduces violence even further. We have experienced
an “expanding circle” of empathy (philosopher Peter Singer’s term) that
extends our sense of identification from narrow groups like clans to entire
nations, then to people in foreign countries, and even to nonhuman animals.
[171] There has also been a growing role for the rule of law and cultural
norms against violence.

The key insight for the future is that these virtuous circles are
fundamentally driven by technology. Where humans once only identified
with small groups, communication technology (books, then radio and
television, then computers and the internet) enabled us to exchange ideas
with an ever wider sphere of people and discover what we have in common.



The ability to watch gripping video of disasters in distant lands can lead to
historical myopia, but it also powerfully harnesses our natural empathy and
extends our moral concern across our whole species.

Further, the more wealth grows and poverty declines, the greater
incentives people have for cooperation, and the more zero-sum struggles for
limited resources are alleviated. Many of us have a deeply ingrained
tendency to view the struggle for scarce resources as an unavoidable cause
of violence and as an inherent part of human nature. But while this has been
the story of much of human history, I don’t think this will be permanent.
The digital revolution has already rolled back scarcity conditions for many
of the things we can easily represent digitally, from web searches to social
media connections. Fighting over a copy of a physical book may be petty,
but on a certain level we can understand it. Two children may tussle over a
favorite printed comic because only one can have it and read it at a time.
But the idea of people fighting over a PDF document is comical—because
your having access to it doesn’t mean I don’t have access to it. We can
create as many copies as we need, essentially for free.

Once humanity has extremely cheap energy (largely from solar and,
eventually, fusion) and AI robotics, many kinds of goods will be so easy to
reproduce that the notion of people committing violence over them will
seem just as silly as fighting over a PDF seems today. In this way the
millions-fold improvement in information technologies between now and
the 2040s will power transformative improvement across countless other
aspects of society.

GROWTH OF RENEWABLE ENERGY

Almost every aspect of our technological civilization requires energy, but
our longtime reliance on fossil fuels is unsustainable for two main reasons.
Most obviously, it creates toxic pollution and greenhouse gas emissions, but
it also limits us to scarce resources that are becoming more expensive to



extract even as humanity’s need for cheap energy is soaring. Fortunately,
the costs of environmentally friendly renewable energy have been dropping
exponentially as we apply increasingly sophisticated technologies to the
design of the underlying materials and mechanisms. For example, over the
past decade we have been using supercomputing to discover new materials
for both solar cells and energy storage—and in recent years deep neural nets
have been employed for this as well.[172] As a result of these ongoing cost
reductions, the overall amount of energy obtained from renewable sources
—solar, wind, geothermal, tidal, and biofuels—is also growing
exponentially.[173] Solar was responsible for about 3.6 percent of electricity
in 2021, and this proportion has been doubling on average every twenty-
eight months since 1983.[174] More on that later in this chapter.



Photovoltaic Module Cost per Watt[175]

Logarithmic scale

Principal sources: Our World in Data; Gregory F. Nemet, “Interim Monitoring of Cost Dynamics

for Publicly Supported Energy Technologies,” Energy Policy 37, no. 3 (March 2009); IRENA

As this logarithmic plot shows, photovoltaic module costs per watt have been
exponentially declining for almost five decades, a trend that is sometimes known
as Swanson’s law. Note that while module cost is the largest single component of
total costs for solar power installations, other factors, like permits and
installation labor, can bring total costs up to roughly triple the module cost.[176]

And while module costs have been falling very rapidly, those other factors have
been declining more slowly. AI and robotics can bring down costs for labor and
design, but we’ll also need policies that encourage efficient utility planning and
permitting.



Photovoltaics—Global Installed Capacity[177]

Linear scale

Principal sources: Our World in Data; IRENA; Gregory F. Nemet, “Interim Monitoring of Cost

Dynamics for Publicly Supported Energy Technologies,” Energy Policy 37, no. 3 (March 2009)



Photovoltaics—Global Installed Capacity[178]

Logarithmic scale

Principal sources: Our World in Data; IRENA; Gregory F. Nemet, “Interim Monitoring of Cost

Dynamics for Publicly Supported Energy Technologies,” Energy Policy 37, no. 3 (March 2009)



Percentage of World Electricity from

Photovoltaics[179]

Logarithmic scale

Sources: Our World in Data; BP; IEA



Wind Power Costs[180]

Levelized costs for US land-based generation projects

Source: US Department of Energy



World Wind Electricity Generation[181]

Linear scale

Sources: Our World in Data; BP; Ember



World Wind Electricity Generation
Logarithmic scale

Sources: Our World in Data; BP; Ember



Worldwide Renewable Electricity Generation[182]

Not including hydroelectric

Sources: Our World in Data; BP



Growth of Renewable Energy[183]

Solar, wind, tidal, and modern biofuel as percentage of world total

Sources: Our World in Data; BP; IEA

SPREAD OF DEMOCRACY

Cheap renewable energy will unlock great material abundance, but people
sharing in it equitably requires democracy. Here again is a fortunate
synergy: information technology has a long track record of making societies
more democratic. The spread of democracy from its roots in medieval
England parallels, and likely results largely from, the rise of mass
communication technologies. The Magna Carta, which famously articulated
the rights of ordinary people not to be unjustly imprisoned, was penned in
1215 and signed by King John.[184] Yet for most of the Middle Ages,
commoners’ rights were often ignored and political participation was
minimal. This changed with Gutenberg’s invention of the movable-type



printing press around 1440, and with its rapid adoption the educated classes
were able to spread both news and ideas with far greater effectiveness.[185]

The printing press is an excellent illustrative example of how the law of
accelerating returns works for information technologies. As noted
previously, information technologies are those that involve the gathering,
storage, manipulation, and transmission of information. Human ideas are
information. In theoretical terms, information is an abstract orderliness that
contrasts with chaotic entropy. To represent information in the real world,
we make physical objects orderly in a particular way, like writing letters on
a page. But the key idea is that ideas are abstract ways of arranging
information, and they can be represented on all kinds of different mediums
—stone tablets, parchment paper, punch cards, magnetic tape, or voltages
inside a silicon microchip. You could write out every line of the source code
for Windows 11 on stone tablets if you had a chisel and enough patience!
This is a funny image, but it also suggests how important physical mediums
are to how well we can practically gather, store, manipulate, and transmit
information. Some ideas become practical only when we can do these
things very efficiently.

For most of medieval history, books could be reproduced in Europe only
by scribes laboriously copying them out by hand, which was the opposite of
efficiency. As a result it was extremely expensive to transmit written
information—ideas. Very broadly, the more ideas a person or a society has,
the easier it is to create new ones; this includes technological innovation.
Therefore, technologies that make it easier to share ideas make it easier to
create new technologies—some of which will make it even easier to share
ideas. So when Gutenberg introduced the printing press, it soon became
vastly cheaper to share ideas. For the first time, middle-class people could
afford books in large numbers, unlocking huge amounts of human potential.
Innovation flourished, and the Renaissance spread quickly across Europe.
This also brought further innovations to printing, and by the early
seventeenth century books were several thousand times cheaper than they
had been before Gutenberg.



The spread of knowledge brought wealth and political empowerment,
and legislative bodies like England’s House of Commons became much
more outspoken. While most power was still held by the king, Parliament
was able to deliver tax protests to the monarch and impeach those of his
ministers it did not like.[186] The 1642–1651 English Civil War eliminated
the monarchy altogether, after which it was reinstalled in a form subservient
to Parliament; later the government adopted a Bill of Rights that clearly
established the principle that the king could rule only by consent of the
people.[187]

Prior to the American War of Independence, England, while far from a
true democracy, was the most democratic nation in world history—and,
notably, one of the most literate.[188] Between the collapse of the Roman
Republic in the first century BC and the American Revolution, there had
been a number of other societies that had elections or roughly republican
political institutions, but these always had very limited political
participation and always lapsed back into tyranny. During the Middle Ages
there were several republics in Italy centered on trade-rich city-states like
Genoa and Venice, yet these were in fact strongly aristocratic. For example,
the leaders of Venice (called doges) were elected for life through a complex
selection process that kept noble families in power and didn’t let ordinary
people play any role.[189] From 1569 to 1795, the Polish-Lithuanian
Commonwealth had a remarkably free and democratic system for the
szlachta nobility (usually a tenth of the population or less), but non-nobles
had very little say in politics.[190]

By contrast, in Great Britain there was at least theoretical voting
eligibility for all free adult male householders. And while in practice there
were usually additional property requirements, eligibility to vote did not
depend on someone’s status at birth. Despite the many people this excluded,
it was an absolutely crucial political innovation because it set the stage for
the idea of universal political participation. Once people accepted that status
at birth shouldn’t determine someone’s right to vote, the power of that idea
was irrepressible. Thus, it was not a coincidence that the first true modern
democracy emerged in the American colonies, even if it took a war against



England to achieve it. Yet living up to its promises has been a painstaking
process.

Two centuries ago in the United States, most people still did not enjoy
full rights of political participation. In the early nineteenth century, voting
rights were limited mostly to adult white males with at least modest
property or wealth. These economic requirements allowed a majority of
white men to vote but almost entirely excluded women, African Americans
(millions of whom were held in chattel slavery), and Native Americans.[191]

Historians disagree on precisely what percentage of the population was
eligible to vote, but it’s most commonly considered to have been between
10 and 25 percent.[192] Yet this injustice carried the seeds of its own
undoing—voting provided the United States with a mechanism for reform,
and restrictions on voting stood in contrast with the lofty ideals set forth in
its founding documents.

Despite the high aspirations of its advocates, democracy gained ground
only slowly over the course of the nineteenth century. For example, the
1848 liberal revolutions in Europe mostly failed, and many of the reforms
of Tsar Alexander II in Russia were undone by his successors.[193] In 1900
just 3 percent of the world’s population lived in what we would currently
consider democracies, as even the United States still denied women the
right to vote and enforced segregation against African Americans. By 1922,
in the aftermath of World War I, that had climbed to 19 percent.[194] Yet the
rising tide of fascism soon put democracy in retreat, and hundreds of
millions of people came under totalitarian rule during World War II.
Notably, mass communication via radio initially helped fascists take power,
but ultimately the same technology enabled the Allies to rally their
democracies to victory—most notably in Winston Churchill’s inspirational
speeches during the Blitz.

The postwar years saw a rapid spike in the proportion of the world’s
people living under democracy, largely driven by the independence won by
India and Britain’s other colonies in South Asia. For most of the Cold War,
the reach of democracy stayed roughly steady, with just over one in three
people in the world living in democratic societies.[195] Yet the proliferation



of communication technology outside the Iron Curtain, from Beatles LPs to
color TVs, stirred discontent against the governments that suppressed it.
With the breakup of the Soviet Union, democracy again expanded rapidly,
reaching almost 54 percent of the world’s population by 1999.[196]

Although this figure has fluctuated over the past two decades, with gains
in some countries offset by backsliding elsewhere, a promising
liberalization of a different kind has been proceeding rapidly. At the end of
the Cold War, about 35 percent of the world’s population lived in closed
autocracies—the most repressive class of regimes.[197] By 2022 that figure
had declined to about 26 percent, freeing more than 750 million people
from tyranny.[198] This includes the momentous and complex events of the
Arab Spring, which were largely enabled and driven by social media. A
crucial challenge over the coming decades will be helping countries that fall
into the gray area between autocracy and democracy make the transition to
fully democratic governance. Part of this will depend on careful use of AI to
promote openness and transparency while minimizing its potential to be
abused for authoritarian surveillance or to spread disinformation.[199]

History gives us reason for profound optimism, though. As technologies
for sharing information have evolved from the telegraph to social media,
the idea of democracy and individual rights has gone from barely
acknowledged to a worldwide aspiration that’s already a reality for nearly
half the people on earth. Imagine how the exponential progress of the next
two decades will allow us to realize these ideals even more fully.



Spread of Democracy Since 1800[200]

Principal sources: Our World in Data; Economist Intelligence Unit



WE ARE NOW ENTERING THE STEEP PART OF THE

EXPONENTIAL

The essential point to realize is that all the progress I have described so far
came from the slow early stages of these exponential trends. As information
technology makes vastly more progress in the next twenty years than it did
in the past two hundred, the benefits to overall prosperity will be far greater
—indeed, they are already much greater than most realize.

The most fundamental trend at work here is the exponentially improving
price-performance of computation—that is, how many computations per
second can be performed for one inflation-adjusted dollar. When Konrad
Zuse built the first working programmable computer, the Z2, in 1939, it
could perform around 0.0000065 computations per second per 2023 dollar.
[201] In 1965, the PDP-8 managed around 1.8 computations per second per
dollar. When my book The Age of Intelligent Machines was published in
1990, the MT 486DX could achieve about 1,700. When The Age of
Spiritual Machines appeared nine years later, Pentium III CPUs were up to
800,000. And when The Singularity Is Near debuted in 2005, some Pentium
4s were at 12 million. As this book goes to print in early 2024, Google
Cloud TPU v5e chips are likely around 130 billion operations per second
per dollar! And because this awesome (quintillions of operations per second
for a large pod) cloud computing power can be rented for a few thousand
dollars an hour by anyone with an internet connection—as an alternative to
building and maintaining a whole supercomputer from scratch—the
effective price-performance available to retail users with small projects is
several orders of magnitude higher than that. Because cheap computation
directly facilitates innovation, this macro trend has steadily continued—and
it does not rely on any particular technological paradigm like shrinking
transistors or increasing clock speeds.



Price-Performance of Computation, 1939–2023[202]

Best achieved price-performance in computations per second per constant

2023 dollar

MACHINES ACHIEVING RECORD-SETTING PRICE-

PERFORMANCE

YEAR NAME COMPUTATIONS PER SECOND PER

CONSTANT 2023 DOLLAR
1939 Z2 ~ 0.0000065

1941 Z3 ~ 0.0000091

1943 Colossus Mark 1 ~ 0.00015

1946 ENIAC ~ 0.00043

1949 BINAC ~ 0.00099

1953 UNIVAC 1103 ~ 0.0048

1959 DEC PDP-1 ~ 0.081

1962 DEC PDP-4 ~ 0.097

1965 DEC PDP-8 ~ 1.8



YEAR NAME COMPUTATIONS PER SECOND PER

CONSTANT 2023 DOLLAR
1969 Data General Nova ~ 2.5

1973 Intellec 8 ~ 4.9

1975 Altair 8800 ~ 144

1984 Apple Macintosh ~ 221

1986 Compaq Deskpro 386
(16 MHz)

~ 224

1987 PC’s Limited 386 (16
MHz)

~ 330

1988 Compaq Deskpro
386/25

~ 420

1990 MT 486DX ~ 1,700

1992 Gateway 486DX2/66 ~ 8,400

1994 Pentium (75 MHz) ~ 19,000

1996 Pentium Pro (166
MHz)

~ 75,000

1997 Mobile Pentium
MMX (133 MHz)

~ 340,000

1998 Pentium II (450 MHz) ~ 580,000

1999 Pentium III (450
MHz)

~ 800,000

2000 Pentium III (1.0 GHz) ~ 920,000

2001 Pentium 4 (1700
MHz)

~ 3,100,000

2002 Xeon (2.4 GHz) ~ 6,300,000

2004 Pentium 4 (3.0 GHz) ~ 9,100,000

2005 Pentium 4 662 (3.6
GHz)

~ 12,000,000

2006 Core 2 Duo E6300 ~ 54,000,000

2007 Pentium Dual-Core
E2180

~ 130,000,000



YEAR NAME COMPUTATIONS PER SECOND PER

CONSTANT 2023 DOLLAR
2008 GTX 285 ~ 1,400,000,000

2010 GTX 580 ~ 2,300,000,000

2012 GTX 680 ~ 5,000,000,000

2015 Titan X (Maxwell 2.0) ~ 5,300,000,000

2016 Titan X (Pascal) ~ 7,300,000,000

2017 AMD Radeon RX
580

~ 22,000,000,000

2021 Google Cloud TPU
v4-4096

~ 48,000,000,000

2023 Google Cloud TPU
v5e

~ 130,000,000,000

Yet this dramatic progress is not as widely recognized as one might
expect. In an onstage dialogue with Christine Lagarde, managing director of
the International Monetary Fund, and other economic leaders at the IMF’s
Annual Meeting on October 5, 2016, LaGarde asked me why we don’t see
more evidence of economic growth from all the remarkable digital
technology that is now available. My answer was (and is) that we factor out
this growth by putting it in both the numerator and denominator.

When a teenager in Africa spends $50 on a smartphone, it counts as $50
of economic activity, despite the fact that this purchase is equivalent to over
a billion dollars of computation and communication technology circa 1965,
and millions of dollars circa 1985. The Snapdragon 810, a common chip on
smartphones in the $50 range, averages about three billion floating-point
operations per second (GFLOPS) across a range of performance
benchmarks.[203] This corresponds to around 60 million computations per
second per dollar. The best available computers in 1965 achieved about 1.8
computations per second per dollar, and in 1985 they were up to about 220.
[204] At those efficiencies, it would have taken almost $1.7 billion (in 2023
dollars) to match the Snapdragon in 1965 and $13.6 million in 1980.



Of course, this crude comparison does not take into account many other
aspects of the technology that have evolved since. Speaking more literally,
the full capabilities of a $50 smartphone would not have been achievable
for any price in either 1965 or 1985. Thus, traditional metrics almost
completely ignore the steep deflation rate for information technology,
which in the case of computation, genetic sequencing, and many other areas
is on the order of 50 percent per year. Of this ever improving price-
performance, part goes into price and part into performance, so we get ever
better products for lower prices.

As a personal example, when I attended MIT in 1965, the school was so
advanced that it actually had computers. The most notable of them, an IBM
7094, had 150,000 bytes of “core” storage and a quarter of a MIPS (million
instructions per second) of computing speed. It cost $3.1 million (in 1963
dollars, which is $30 million in 2023 dollars) and was shared by thousands
of students and professors.[205] By comparison, the iPhone 14 Pro, released
while this book was being written, cost $999 and could achieve up to 17
trillion operations per second for AI-related applications.[206] This is not a
perfect comparison—part of the iPhone’s cost includes features irrelevant to
the 7094, like cameras, and the iPhone’s speed is significantly slower than
that figure for many uses—but the overall point is clear. At least roughly,
the iPhone is 68 million times faster than the 7094 and less than one
30,000th the cost. In terms of price-performance (speed per dollar), this is a
staggering two-trillion-fold improvement.

This rate of improvement continues unabated. It is not fundamentally
dependent on Moore’s law, the famous exponential reduction of feature
sizes on microchips. MIT bought the transistor-based IBM 7094 in 1963,
before microchip-based computers had been widely introduced—and two
years before Gordon Moore publicly articulated his eponymous law in a
landmark 1965 article.[207] As influential as that law has been, it is just one
exponential computing paradigm among several—so far including
electromechanical relays, vacuum tubes, transistors, and integrated circuits,
with more to come in the future.[208]



In many ways, just as important as computation power is information.
As a teenager I saved up for years from the earnings of my paper route to
buy a set of the Encyclopedia Britannica for several thousand dollars, and
that counted for thousands of dollars of GDP. By contrast, a teenager today
with a smartphone has access to a vastly superior encyclopedia in
Wikipedia—one that counts for nothing in economic activity because it’s
free. While Wikipedia does not consistently display the same editorial
quality as Encyclopedia Britannica, it has several striking advantages:
comprehensiveness (the main English-language Wikipedia is about a
hundred times the size of Britannica), timeliness (updates within minutes of
breaking news, versus years for a print encyclopedia), multimedia
(integration of audiovisual content for many articles), and hypertextuality
(hyperlinks that richly connect articles to one another).[209] It also
frequently links readers to Britannica-quality sources if additional academic
rigor is needed. And that’s just one of thousands of free information
products and services, all of which count for zero toward GDP.

In response to this argument, Lagarde countered that, yes, digital
technology does have many remarkable qualities and implications, but you
can’t eat information technology, you can’t wear it, and you can’t live in it.
My response: this will all change over the next decade. Certainly
manufacturing and transporting these types of resources has grown more
efficient thanks to ever-improving hardware and software, but we are about
to enter an era in which goods like food and clothing are not simply being
made more economical by information technology, but are themselves
actually becoming information technologies—as resource and production
costs fall as a result of automation and artificial intelligence taking on
dominant roles in production.[210] Such goods will, therefore, be subject to
the same high deflation rates that we see for other information technologies.

During the late 2020s we will start to be able to print out clothing and
other common goods with 3D printers, ultimately for pennies per pound.
One of the key trends in 3D printing is miniaturization: designing machines
that can create ever smaller details on objects. At some point, the traditional
3D-printing paradigms, like extrusion (similar to an ink-jet), will be



replaced by new approaches for manufacturing at even tinier scales.
Probably sometime in the 2030s this will cross into nanotechnology, where
objects can be created with atomic precision. Eric Drexler’s estimate in his
2013 book Radical Abundance is that, taking into account more mass-
efficient nanomaterials, atomically precise manufacturing could build most
kinds of objects for the equivalent of about twenty cents per kilogram.[211]

Although these figures remain speculative, the cost reduction will surely be
enormous. And just as we have seen with music, books, and movies, there
will be many free designs available alongside proprietary ones. Indeed, the
coexistence of an open-source market—which is and will be a great leveler
—with the proprietary market will become the defining nature of the
economy in an increasing number of areas.

As I will explain later in this chapter, we will soon produce high-quality,
low-cost food using vertical agriculture with AI-controlled production and
chemical-free harvesting. And meat grown cleanly and ethically from cell
cultures will displace environmentally devastating factory farming. In 2020
humans slaughtered more than 74 billion land animals for meat, whose
products collectively weighed an estimated 371 million tons.[212] The
United Nations estimates that this accounts for over 11 percent of all annual
greenhouse gas emissions by human civilization.[213] The technology
currently known as lab-grown meat has the potential to radically change
that. Meat taken from animal carcasses has several major disadvantages: it
inflicts suffering on innocent creatures, it is often unhealthy for humans,
and it causes severe environmental impacts through both toxic pollution and
carbon emissions. Growing meat from cultured cells and tissues can solve
all those problems. No living animals would suffer, it could be designed to
be both healthier and better-tasting, and harm to the environment could be
minimized with ever-cleaner technology. The tipping point may be realism.
As of 2023 the technology can replicate meats without much structure, like
the texture of ground beef, but it isn’t yet ready to generate full filet mignon
steaks from scratch. When cultured meat can convincingly imitate all its
animal-based counterparts, however, I expect that most people’s discomfort
with it will quickly diminish.



As I will also describe in more detail later, we will soon be able to
inexpensively produce modules to construct houses and other buildings,
making comfortable habitation newly affordable for millions. All these
technologies have already been successfully demonstrated and will become
increasingly advanced and mainstream in this decade. Alongside this
revolution in the physical world will be a transformative next generation of
virtual and augmented reality, sometimes known as the metaverse.[214] For
many years the metaverse was largely unknown outside of science fiction
and futurism circles, but the concept got a big boost into the public
consciousness from Facebook’s 2021 rebranding as Meta and its
announcement that the centerpiece of its long-term strategy is playing a key
role in constructing the metaverse—such that right now many people
mistakenly think that Meta invented the concept.

Much like the internet is an integrated and persistent environment of
web pages, the VR and AR of the late 2020s will merge into a compelling
new layer to our reality. In this digital universe, many products won’t even
need a physical form at all, as simulated versions will perform perfectly
well in highly realistic detail. Examples include a full virtual meeting, with
the ability to interact with coworkers and easily collaborate as though
together in person; a virtual concert, with the fully immersive auditory
experience of sitting in a symphony hall; and a sensory-rich virtual beach
vacation for the whole family, with the sounds, sights, and smells of sand
and sea.

At present, most media is limited to engaging two senses: sight and
hearing. Current virtual reality systems that incorporate smells or tactile
sensations are still clunky and inconvenient. But over the next couple of
decades, brain–computer interface technology will become much more
advanced. Ultimately this will allow full-immersion virtual reality that
feeds simulated sensory data directly into our brains. Such technology will
bring major and hard-to-predict changes to how we spend our time and the
experiences we prioritize. It will also force us to reconsider why we do
what we do. For example, when we can safely experience all the challenge
and natural beauty of climbing Mount Everest virtually, people will have to



wrestle with whether it’s worth doing the real thing—or whether the danger
was part of the attraction all along.

Lagarde’s last challenge to me was that land is not going to become an
information technology, and that we are already very crowded. I replied that
we are crowded because we chose to crowd together in dense groups. Cities
came about to make possible our working and playing together. But try
taking a train trip anywhere in the world and you will see that almost all of
the habitable land remains unoccupied—only 1 percent of it is built up for
human living.[215] Only about half of the habitable land is directly used by
humans at all, almost all of it dedicated to agriculture—and among
agricultural land, 77 percent is used for livestock, grazing, and feed, with
only 23 percent for crops for human consumption.[216] Cultured meat and
vertical farming will enable these needs to be met with only a small fraction
of the land we now use. This will make possible a greater abundance of
healthy food and accommodate an increasing population while still freeing
up huge areas of land. Autonomous vehicles will facilitate less-crowded
land use by making longer commutes practical, and we will increasingly be
able to live wherever we want while still being able to work and play
together in virtual and augmented spaces.

This transition is already underway, accelerated by the social changes
necessitated by COVID-19. At the peak during the pandemic, up to 42
percent of Americans were working from home.[217] This experience will
likely have a long-term impact on how both employees and employers think
about work. In many cases the old model of nine-to-five sitting at a desk in
a company office has been obsolete for years, but inertia and familiarity
made it hard for society to change until the pandemic forced us to. As the
LOAR takes information technologies into the steep parts of these
exponential curves and AI matures over the coming decades, such impacts
will only accelerate.



RENEWABLE ENERGY IS APPROACHING COMPLETE

REPLACEMENT OF FOSSIL FUELS

One of the most important transitions arising from the exponential progress
of the 2020s is in energy, because energy powers everything else. Solar
photovoltaics are already cheaper than fossil fuels in many cases, with costs
rapidly declining. But we need advances in materials science to achieve
further improvements in cost-efficiency. AI-assisted breakthroughs in
nanotechnology will increase cell efficiency by enabling photovoltaic cells
to capture energy from more of the electromagnetic spectrum. Exciting
developments are underway in this area. Putting tiny structures called
nanotubes and nanowires inside solar cells can steadily improve their ability
to absorb photons, transport electrons, and generate electric currents.[218]

Likewise, placing nanocrystals (including quantum dots) inside cells can
increase the amount of electricity generated per photon of sunlight
absorbed.[219]

Another nanomaterial called black silicon has a surface composed of a
vast number of atomic-scale needles smaller than the wavelength of light.
[220] This nearly eliminates reflections from a cell, ensuring that more of the
incoming photons create electricity. Princeton researchers have developed
an alternative method of maximizing electricity by using a nanoscale mesh
of gold atoms just 30 billionths of a meter thick to trap photons and increase
efficiency.[221] Meanwhile, a project at MIT has created photovoltaic cells
from sheets of graphene, a special form of carbon that is only one atom
thick (less than a nanometer).[222] Such technologies will allow
photovoltaics of the future to be thinner, lighter, and installable on more
surfaces. For example, companies like SolarWindow Technologies have
pioneered thin photovoltaic films that can coat windows, producing useful
electricity without blocking the view.[223]

In the years ahead, nano-based technology will also reduce
manufacturing costs by facilitating 3D printing of solar cells, which will
make decentralized production possible so photovoltaics can be created



when and where they are needed. And unlike the big, clumsy, rigid panels
used today, cells built with nanotech can take many convenient forms: rolls,
films, coatings, and more. This will reduce installation costs and give more
communities around the world access to cheap, abundant solar power.

In 2000 renewables (mainly solar, wind, geothermal, tidal, and biomass,
but not hydroelectric) accounted for about 1.4 percent of global electricity
generation.[224] By 2021 it had risen to 12.85 percent, for an average
doubling time of about 6.5 years during that span.[225] Doubling is faster in
absolute terms, since the total amount of power generation is itself growing
—from the equivalent of about 218 terawatt-hours in 2000 to 3,657
terawatt-hours in 2021, with a doubling time of around 5.2 years.[226]

This progress will continue exponentially as further cost reductions are
driven by AI applied to material discovery and device design. At this rate,
renewables could theoretically achieve complete coverage of world
electricity needs by 2041. But when projecting into the future, it’s not all
that useful to think of renewables in the aggregate, as they aren’t all getting
cheaper at the same rate.

Costs of solar electricity generation are falling quite a bit faster than
those of any other major renewable, and solar has the most headroom to
grow. The closest competition to solar in price declines is wind, but solar
has been falling roughly twice as fast as wind over the past five years.[227]

Further, solar has a lower potential floor because materials science advances
directly translate to cheaper and more efficient panels, and current
technology captures only a fraction of the theoretical maximum—typically
somewhere around 20 percent of incoming energy out of a theoretical limit
around 86 percent.[228] Although this ceiling won’t ever be reached in
practice, there is nonetheless a lot of potential for improvement. By
contrast, typical wind power systems reach about 50 percent efficiency,
which is much closer to the theoretical maximum limit of 59 percent.[229]

So no matter how we innovate, these systems just can’t get all that much
better.

Solar made up about 3.6 percent of worldwide electricity in 2021.[230]

We need to use only roughly 1 part in 10,000 of the free sunlight that hits



the earth to meet 100 percent of our total energy needs at current levels of
use. The earth is constantly bathed in approximately 173,000 terawatts of
energy from the sun.[231] Most of this cannot practically be captured for the
foreseeable future, but even with contemporary technology, solar energy is
more than enough to meet humanity’s needs. A 2006 estimate by US
government scientists put the total available energy with the best of then-
current technology at up to 7,500 terawatts.[232] This is equivalent to
65,700,00 terawatt-hours over an entire year. For comparison, in 2021 total
primary energy use around the world was the equivalent of 165,320
terawatt-hours.[233] This includes electricity, heating, and all fuel.

Solar also has a much faster doubling time as a proportion of the world
total than other renewable sources: on average, just under every twenty-
eight months from 1983 to 2021—even as the total amount of electricity
generation has increased by around 220 percent in that same span in
absolute terms.[234] From 3.6 percent in 2021, it would take only about 4.8
doublings to reach 100 percent, which would put us at 2032 to meet all of
our energy needs from solar alone. While this doesn’t mean that solar will
literally reach total adoption (due to a mixture of economic and political
obstacles), it’s clear that it’s on a trajectory toward truly transformative
impact.

It is convenient that some of the world’s largest unused areas—deserts—
also tend to be the best places for solar electricity. For example, there have
been ongoing proposals to cover a small but significant fraction of the
Sahara Desert with photovoltaic panels. These could generate enough
electricity to power all of Europe (via cables under the Mediterranean) and
Africa.[235]

One of the main challenges to scaling up solar electricity like this is the
need for more effective energy storage technology. The advantage of fossil
fuels is that we can store them and then burn them whenever we need to
generate electricity. But the sun shines only during the daytime, and solar
intensity varies with the seasons. Hence the necessity of efficient means of
storing solar energy when it is generated so we can use it later (hours later



or months later, depending on the circumstances) when people need to use
that power.

Fortunately, we are starting to make exponential gains in the price
efficiency and quantity of energy storage as well. Note that these are not
fundamental, persistent exponential trends like the law of accelerating
returns, as improvement and expansion of energy storage is not dominated
by the creation of feedback loops. But energy storage price efficiency and
total use are sharply increasing as a consequence of soaring renewables
usage—which, in the case of photovoltaics especially, does benefit
indirectly from the LOAR via the role of information technology in
unlocking new advances in materials science. As investment pours into
renewables and the cost of renewables falls, this is pulling resources and
innovation efforts into storage, because energy storage is so important to the
ability of renewables to compete with fossil fuels for the lion’s share of
electricity generation. Continuing exponential gains will also be enabled by
convergent advances in materials science, robotic manufacturing, efficient
shipping, and energy transmission. The implication is that solar will
dominate sometime during the 2030s.

Many approaches now being developed appear promising, but it is not
yet clear which will prove most effective at the huge scale we’ll need. Since
electricity itself cannot be effectively stored, it needs to be converted into
other kinds of energy until it’s needed. Options include transforming it into
heat energy with molten salts, into gravitational potential energy in water
pumped into an elevated reservoir, into rotational energy in a fast-spinning
flywheel, or into chemical energy in hydrogen that is produced with
electricity and then burned cleanly on demand.[236]

And while most batteries aren’t suitable for utility-scale storage,
advanced batteries using lithium ions and several other chemistries are now
rapidly increasing in cost-effectiveness. For example, between 2012 and
2020, lithium-ion storage costs fell roughly 80 percent per megawatt-hour
and are projected to continue declining.[237] As these costs continue to
decline with new innovations, renewables can supplant fossil fuels as the
backbone of the grid.[238]



Cost of Energy Storage[239]

Best levelized cost of utility-scale energy storage, new US projects

Source: Lazard

Because energy storage technologies are used at many different stages of the
electricity generation and consumption process, and in many different economic
contexts, it is very difficult to compare the costs of storage from one project to
another. Perhaps the most rigorous analysis to date comes from the financial
advisory firm Lazard, which uses the levelized cost of storage (LCOS) metric.
This is designed to encompass all costs (including capital costs), divided over
total stored energy (in megawatt-hours or equivalent) expected to be discharged
over a project’s lifetime. In order to best reflect the cutting edge of technological
progress, this chart shows the best LCOS available among new US utility-scale
energy storage projects opened each year. Keep in mind that average LCOS
figures are higher for a given year but follow similar trends—so the best LCOS
in one year may be the average LCOS several years later.



Total US Energy Storage[240]

Annual US electricity from utility-scale energy storage (excluding hydro),

GWh

Source: US Energy Information Administration

WE ARE APPROACHING CLEAN WATER ACCESS FOR

EVERYONE

A key challenge of the twenty-first century will be making certain that
earth’s growing population has a reliable supply of clean, fresh water. In
1990, about 24 percent of the world’s people did not have regular access to
relatively safe sources of drinking water.[241] Thanks to development efforts
and advancing technology, the figure is now down to somewhere around 1
in 10.[242] That is still a large problem, however. According to the Institute
for Health Metrics and Evaluation, around 1.5 million people around the
world, including 500,000 young children, died in 2019 from diarrheal



disease—mostly via drinking water contaminated by the bacteria in feces.
[243] These diseases include cholera, dysentery, and typhoid fever and are
particularly deadly to children.

The problem is that much of the world still lacks the infrastructure to
collect fresh water, keep it clean, and deliver it to homes for people to use
for drinking, cooking, washing, and bathing. Constructing huge networks of
wells, pumps, aqueducts, and pipes is expensive, and many developing
countries cannot afford to do so. In addition, civil wars and other political
problems sometimes make large infrastructure projects impractical. As a
result, centralized water purification and distribution systems like those in
developed countries are not a viable solution for most of that last tenth. The
alternative is technologies that enable people to purify water in their local
neighborhoods, or even on their own.

In general, decentralized technologies will define the 2020s and beyond
in many areas, including energy production (solar cells), food production
(vertical agriculture), and production of everyday objects (3D printing). For
water purification, this approach can take several forms, ranging from
building-size machines like the Janicki Omni Processor that purify water
for an entire village to portable filters like the LifeStraw that individuals
can use.[244]

Some purification cells use heat—from solar energy or burning fuels—
to boil water before use. Boiling kills disease-causing bacteria but does not
remove other toxic pollutants, and it is easy for the water to become
recontaminated if it is not consumed immediately after boiling. Adding
antibacterial chemicals to water can prevent recontamination, but it still
does not remove other toxins. In recent years, some portable water
purification units have used electricity to turn oxygen in the air into ozone,
a gas that can be passed through water to kill pathogens very efficiently.[245]

Others kill bacteria and viruses by shining strong ultraviolet light through
the water. But this, likewise, does not protect against chemical pollution.

An alternate method is filtration. For many years, filtration technology
was able to get most but not all organisms and toxins out of water. Many of
the deadliest viruses are so small that they pass through the holes in



ordinary filters.[246] Similarly, the molecules of some pollutants cannot be
blocked by normal filtration.[247] Yet recent innovations in materials science
are creating filters that block smaller and smaller toxins. In the coming
years, nanoengineered materials will enable filters to work faster and be
very inexpensive.

An especially promising emerging technology is the Slingshot water
machine, invented by Dean Kamen (born 1951).[248] It is a relatively
compact device—about the size of a small refrigerator—that can produce
totally pure water that meets the standards for an injectable liquid, from any
source, including sewer water and contaminated swamp water. The
Slingshot requires less than one kilowatt of electricity to operate. It uses
vapor compression distillation (turning the input water into steam, leaving
contaminants behind) and requires no filters. The Slingshot is intended to be
powered by a very adaptable kind of engine called a Stirling engine, which
can produce electricity from any heat source, including burning cow dung.
[249]

VERTICAL AGRICULTURE WILL PROVIDE INEXPENSIVE,

HIGH-QUALITY FOOD AND FREE UP THE LAND WE USE

FOR HORIZONTAL AGRICULTURE

Most archaeologists estimate that the birth of human agriculture took place
around 12,000 years ago, but there is some evidence that the earliest
agriculture may date as far back as 23,000 years.[250] It is possible that
future archaeological discoveries will revise this understanding even
further. Whenever agriculture began, the amount of food that could then be
grown from a given area of land was quite low. The first farmers sprinkled
seeds into the natural soil and let the rain water them. The result of this
inefficient process was that the vast majority of the population needed to
work in agriculture just to survive.



By around 6,000 BC, irrigation enabled crops to receive more water than
they could get from rain alone.[251] Plant breeding enlarged the edible parts
of plants and made them more nutritious. Fertilizers supercharged the soil
with substances that promote growth. Better agricultural methods allowed
farmers to plant crops in the most efficient arrangements possible. The
result was that more food became available, so over the centuries more and
more people could spend their time on other activities, like trade, science,
and philosophy. Some of this specialization yielded further farming
innovation, creating a feedback loop that drove even greater progress. This
dynamic made our civilization possible.

A useful way of quantifying this progress is crop density: how much
food can be grown in a given area of land. For example, corn production in
the United States uses land more than seven times as efficiently as a century
and a half ago. In 1866, US corn farmers averaged an estimated 24.3
bushels per acre, and by 2021 this had reached 176.7 bushels per acre.[252]

Worldwide, land efficiency improvement has been roughly exponential, and
today we need, on average, less than 30 percent of the land that we needed
in 1961 to grow a given quantity of crops.[253] This trend has been essential
to enabling the global population increases in that time and has spared
humanity the mass starvation from overpopulation that many people
worried about when I was growing up.

Further, because crops are now grown at extremely high density, and
machines do a lot of the work that used to be done by hand, one farmworker
can grow enough food to feed about seventy people. As a result, farmwork
has gone from constituting 80 percent of all labor in the United States in
1810 to 40 percent in 1900 to less than 1.4 percent today.[254]

Yet crop densities are now approaching the theoretical limit of how
much food can be grown in a given outdoor area. One emerging solution is
to grow multiple stacked layers of crops, referred to as vertical agriculture.
[255] Vertical farms take advantage of several technologies.[256] Typically
they grow crops hydroponically, meaning that instead of being grown in
soil, plants are raised indoors in trays of nutrient-rich water. These trays are
loaded into frames and stacked many stories high, which means that excess



water from one level can trickle down to the next instead of being lost as
runoff. Some vertical farms now use a new approach called aeroponics,
where the water is replaced with a fine mist.[257] And instead of sunlight,
special LEDs are installed to ensure that each plant gets the perfect amount
of light. Vertical farming company Gotham Greens, which has ten large
facilities ranging from California to Rhode Island, is one of the industry
leaders. As of early 2023, it had raised $440 million in venture funding.[258]

Its technology enables it to use “95 percent less water and 97 percent less
land than a traditional dirt farm” for a given crop yield.[259] Such
efficiencies will both free up water and land for other uses (recall that
agriculture is currently estimated to take up around half of the world’s
habitable land) and provide a much greater abundance of affordable food.
[260]

Vertical farming has other key advantages. By preventing agricultural
runoff, it does away with one of the main causes of pollution in waterways.
It avoids the need for farming loose soil, which gets blown into the air and
diminishes air quality. It makes toxic pesticides unnecessary, as pests are
unable to enter a properly designed vertical farm. This approach also makes
it possible to raise crops year-round, including species that could not grow
in the local outdoor climate. That likewise prevents crop losses due to frosts
and bad weather. Perhaps most importantly, it means that cities and villages
can grow their own food locally instead of bringing it in by trains and
trucks from hundreds or even thousands of miles away. As vertical
agriculture becomes less expensive and more widespread, it will lead to
great reductions in pollution and emissions.

In the coming years, converging innovations in photovoltaic electricity,
materials science, robotics, and artificial intelligence will make vertical
farming much less expensive than current agriculture. Many facilities will
be powered by efficient solar cells, produce new fertilizers on-site, collect
their water from the air, and harvest the crops with automated machines.
With very few workers required and a small land footprint, future vertical
farms will eventually be able to produce crops so cheaply that consumers
may be able to get food products almost for free.



This process mirrors what took place in information technology as a
result of the law of accelerating returns. As computing power has gotten
exponentially cheaper, platforms like Google and Facebook have been able
to provide their services to users for free while paying for their own costs
through alternative business models such as advertising. By using
automation and AI to control all aspects of a vertical farm, vertical
agriculture represents turning food production essentially into an
information technology.



Lettuce growing in stacked layers in a vertical farm. Photo credit:
Valcenteu, 2010.



3D PRINTING WILL REVOLUTIONIZE THE CREATION

AND DISTRIBUTION OF PHYSICAL THINGS

For most of the twentieth century, manufacturing three-dimensional solid
objects usually took two forms. Some processes involved shaping material
inside a mold, such as injecting molten plastic into a tooling, or shaping
heated metal in a press. Other processes involved selectively removing
material from a block or sheet, much like a sculptor chipping away at a
marble block to carve a statue. Both of these methods have major
disadvantages. Creating molds is very expensive, and the molds are quite
hard to modify once completed. By comparison, so-called subtractive
manufacturing wastes a lot of material and is unable to produce certain
shapes.

In the 1980s, though, a new family of technologies began to emerge.[261]

Unlike previous methods, they created parts by stacking or depositing
relatively flat layers and building them up into a three-dimensional shape.
These techniques have come to be known as additive manufacturing, three-
dimensional printing, or 3D printing.

The most common types of 3D printers work somewhat like an ink-jet
printer.[262] A typical ink-jet passes back and forth over a piece of paper,
squirting ink from a cartridge out of a nozzle in the places software directs
it to. Instead of ink, 3D printers use a material like plastic and heat it until it
is soft. Their nozzles deposit the material, following a software-run pattern
for each layer, repeating the process many times as the object gradually
becomes more three-dimensional. The layers fuse together as they harden,
and the finished object is ready to use. Over the past two decades 3D
printing has continued to advance in terms of higher resolutions, reductions
in cost, and increases in speed.[263] 3D-printing systems can now create
objects out of a wide variety of materials, including paper, plastic, ceramic,
and metal. As 3D-printing technology advances, it will be able to handle
even more exotic materials. For example, medical implants may be created
with drug molecules built in to be gradually released into the body.



Nanomaterials like graphene could be used to create lightweight bulletproof
clothing and superfast electronics. 3D printing can also benefit from
advances in artificial intelligence, such as software that can optimize an
object’s strength, aerodynamic shape, or other properties, and even create
designs requiring shapes that would be impossible to manufacture with
contemporary methods.

New, intuitive software is making it easier for people to create 3D-
printed parts without advanced training. As 3D printing has become more
widespread, it has begun to revolutionize the manufacturing industry. One
major advantage is that it enables inexpensive and fast prototyping.
Engineers can design a new part on a computer and hold a 3D-printed
model in their hands within minutes or hours—a process that might have
taken weeks with previous technology. This allows for rapid cycles of
testing and modification for a fraction of the cost of old methods. As a
result, people with good ideas but relatively little money can bring their
innovations to the marketplace and benefit society.

Another key advantage of 3D printing is that it permits levels of
customization that are not practical with mold-based manufacturing. Even a
slight modification usually requires an entirely new mold, which can cost
tens of thousands of dollars or more. By contrast, even major changes to a
3D-printing design carry no additional cost. As a result, inventors can have
exactly the right parts they need to innovate, and consumers can affordably
access products designed especially for them. One example among many is
producing shoes made to the exact measurements of a customer’s feet for
greatly enhanced fit and comfort. A leading 3D-printed footwear company
is FitMyFoot, which lets customers use an app to take photos of their feet
that are automatically converted into measurements for the printing process.
[264] Similarly, furniture can be molded to fit every body type, and tools can
be made to precisely fit your own hand.[265] Of even greater importance,
vital medical implants will be cheaper and more effective.[266]



A 3D-printed titanium spinal disc that can be implanted in patients with spinal
damage or disease. Photo credit: FDA photo by Michael J. Ermarth, 2015.

In addition, 3D printing allows manufacturing to be decentralized,
empowering consumers and local communities. This contrasts with the
paradigm that developed during the twentieth century, in which
manufacturing is largely concentrated in giant corporate factories in major
cities. Under this model, small towns and developing countries must buy
their products from far away, and shipping is expensive and time-
consuming. Decentralized manufacturing will also have significant
environmental benefits. Shipping products from factories to consumers
hundreds or thousands of miles away generates enormous emissions.
According to the International Transport Forum, freight shipping accounts
for around 30 percent of all carbon emissions from fuel burning.[267]

Decentralized 3D printing can make much of that unnecessary.
Each year the resolution of 3D printing is improving and the technology

is getting cheaper.[268] As resolution improves (that is, the size of the



smallest attainable design features shrinks) and costs fall, the range of
goods that can be economically printed will grow. For example, many
common fabrics have fibers with diameters that are 10 to 22 microns
(millionths of a meter) wide.[269] Some 3D printers can already achieve
resolution of 1 micron or less.[270] Once the technology can achieve fabric-
like diameters with fabric-like materials at similar prices to regular fabric, it
will be economically feasible to print out any clothing we wish.[271]

Because printing speed is also increasing, high-volume manufacturing will
become more practical.[272]

In addition to manufacturing of everyday goods like shoes and tools,
new research is applying 3D printing to biology. Scientists are currently
testing techniques that will make possible the printing of human body
tissues and, ultimately, whole organs.[273] The general principle involves a
biologically inactive material, such as synthetic polymer or ceramic, printed
into a three-dimensional “scaffold” in the shape of the desired body
structure. Fluid rich with reprogrammed stem cells is then deposited over
the scaffold, where the cells multiply and fill in the appropriate shape,
thereby creating a replacement organ with the patient’s own DNA. United
Therapeutics (a company for which I am a board member) is applying this
approach (and others) to someday grow entire lungs, kidneys, and hearts.
[274] This method will ultimately be far superior to transplanting organs
from one person to another, which has profound limitations in terms of
availability and incompatibility with a patient’s immune system.[275]

One potential drawback of 3D printing is that it could be used to
manufacture pirated designs. Why pay $200 for a pair of designer shoes if
you can download the file and print them for yourself at a fraction of the
cost? We are already facing similar issues with the intellectual property of
music, books, movies, and other creative forms. All of this requires new
approaches to protect intellectual property.[276]

Another troubling implication is that decentralized manufacturing will
allow civilians to create weapons that they otherwise couldn’t easily access.
Files are already circulating on the internet that enable people to print the
parts to assemble their own guns.[277] This will present a challenge for gun



control and allow the creation of firearms with no serial numbers, making it
more difficult for law enforcement to trace crimes. 3D-printed guns made
from advanced plastics could even be used to bypass metal detectors. This
will require a thoughtful reevaluation of current regulations and policies.

3D PRINTING OF BUILDINGS

Three-dimensional printing is usually associated with manufacturing small
objects, such as tools or medical implants, but it can also be used to create
larger structures, like buildings. This technology is rapidly advancing
through prototype stages, and as 3D-printed structures become less
expensive to produce, they will become a commercially viable alternative to
current construction methods. Ultimately, 3D printing of both building
modules and the smaller objects that go into a building will dramatically
lower the construction costs of homes and offices.

There are two main approaches to 3D printing a building. The first is to
create parts or modules that are subsequently put together—much like how
people buy furniture parts from IKEA and assemble the pieces on their own.
[278] In some cases this means printing items like wall sections and roof
segments and then connecting them at the construction site—similar to
snapping together Lego parts. By the late 2020s it will be possible for this
assembly of modules to be done largely by robots.

Another approach is printing the structures of entire rooms or modular
structures.[279] These modules usually have square or rectangular footprints
and can fit together in many different configurations. At the construction
site, they can be lifted into position by cranes and assembled quickly. This
minimizes the disruption and nuisance that construction normally causes to
the surrounding area. In 2014 the Chinese firm WinSun demonstrated
building ten simple modular houses in twenty-four hours, at a cost of less
than $5,000 each.[280] China is already a hub of 3D-printed buildings and



will have much need for more mature versions of this technology over the
coming decades.

An alternative method is to print a whole custom-designed building as a
single module.[281] Engineers set up a large frame around the area where the
building will be and the printing nozzle robotically moves around within
that frame, depositing layers of material (for example, concrete) in the
shape of the walls. Very little human labor is needed for the main structural
construction, but after it is complete, workers can go in to finish the inside
of the building and add elements such as windowpanes and roof tiles. For
example, in 2016 the HuaShang Tengda company announced completion of
a two-story villa that had been printed in one piece in forty-five days.[282]

Just as I write this, this technology is spreading to the United States, where
in 2021 a company called Alquist 3D completed the first owner-occupied
3D-printed home, and 2023 saw the first multistory construction for a home
in Houston.[283] By the late 2020s, combining 3D printing of large and
small objects with intelligent robotics will increase the ability to personalize
buildings while at the same time dramatically reducing costs.

3D printing of building modules has several key advantages, which will
become even stronger as the technology develops. First, it cuts labor costs,
which will enable basic housing to become more affordable. It also shortens
construction times, which reduces the environmental impact that prolonged
construction causes. This includes reducing factors such as waste and
garbage, light and noise pollution, toxic dust, traffic disruption, and hazards
to workers. In addition, 3D printing makes it easier to construct buildings
out of materials that are readily and locally available instead of using
resources that might be hundreds of miles away, like timber and steel.

In the future, 3D printing may be used to make skyscrapers easier and
cheaper to build. One of the main challenges of high-rise construction is
getting people and building materials to the upper floors. A 3D-printing
system, together with autonomous robots that can use building materials
pumped up from ground level in liquid form, will make this process far
easier and less expensive.



DILIGENT PEOPLE WILL ACHIEVE LONGEVITY ESCAPE

VELOCITY BY AROUND 2030

Material abundance and peaceful democracy make life better, but the
challenge with the highest stakes is the effort to preserve life itself. As I
describe in chapter 6, the method of developing new health treatments is
rapidly changing from a linear hit-or-miss process to an exponential
information technology in which we systematically reprogram the
suboptimal software of life.

Biological life is suboptimal because evolution is a collection of random
processes optimized by natural selection. Thus, as evolution has “explored”
the range of possible genetic traits, it has depended heavily on chance and
the influence of particular environmental factors. Also, the fact that this
process is gradual means that evolution can achieve a design only if all the
intermediate steps toward a given feature also lead creatures to be
successful in their environments. So there are surely some potential traits
that would be very useful but that are inaccessible because the incremental
steps needed to build them would be evolutionarily unfit. By contrast,
applying intelligence (human or artificial) to biology will allow us to
systematically explore the full range of genetic possibilities in search of
those traits that are optimal—that is, most beneficial. This includes those
inaccessible to normal evolution.

We have now had about two decades of exponential progress in genome
sequencing (approximately doubling price-performance each year) from the
completion of the Human Genome Project in 2003—and in terms of base
pairs, this doubling has occurred on average roughly every fourteen months,
spanning multiple technologies and dating all the way back to the first
nucleotide sequencing from DNA in 1971.[284] We are finally getting to the
steep part of a fifty-year-old exponential trend in biotechnology.

We are beginning to use AI for discovery and design of both drugs and
other interventions, and by the end of the 2020s biological simulators will
be sufficiently advanced to generate key safety and efficacy data in hours



rather than the years that clinical trials typically require. The transition from
human trials to simulated in silico trials will be governed by two forces
working in opposite directions. On the one hand there will be a legitimate
concern over safety: we don’t want the simulations to miss relevant medical
facts and erroneously declare a dangerous medication to be safe. On the
other hand, simulated trials will be able to use vastly larger numbers of
simulated patients and study a wide range of comorbidities and
demographic factors—telling doctors in granular detail how a new
treatment will likely affect many different kinds of patients. In addition,
getting lifesaving drugs to patients faster may save many lives. The
transition to simulated trials will also involve political uncertainty and
bureaucratic resistance, but ultimately the effectiveness of the technology
will win out.

Just two notable examples of the benefits in silico trials will bring:

Immunotherapy, which is enabling many stage 4 (and otherwise
terminal) cancer patients to go into remission, is a very hopeful
development in cancer treatment.[285] Technologies like CAR-T cell
therapy reprogram a patient’s own immune cells to recognize and
destroy cancer cells.[286] So far, finding such approaches is limited
by our incomplete biomolecular understanding of how cancer
evades the immune system, but AI simulations will help break this
logjam.
With induced pluripotent stem (iPS) cells, we are gaining the
capability to rejuvenate the heart after a heart attack and overcome
the “low ejection fraction” from which many heart attack survivors
suffer (and from which my father died). We are now growing organs
using iPS cells (adult cells that are converted into stem cells via the
introduction of specific genes). As of 2023, iPS cells have been
used for the regeneration of tracheas, craniofacial bones, retinal
cells, peripheral nerves, and cutaneous tissue, as well as tissues
from major organs like the heart, liver, and kidneys.[287] Because
stem cells are similar in some ways to cancer cells, an important



line of research going forward will be finding ways to minimize the
risk of uncontrolled cell division. These iPS cells can act like
embryonic stem cells and can differentiate into almost all types of
human cells. The technique is still experimental, but it has been
successfully used in human patients. For those with heart issues, it
entails creating iPS cells from the patient, growing them into
macroscopic sheets of heart muscle tissue, and grafting them onto a
damaged heart. The therapy is believed to work via the iPS cells’
releasing growth factors that spur existing heart tissue to regenerate.
In effect, they may be tricking the heart into thinking it is in a fetal
environment. This procedure is being used for a broad variety of
biological tissues. Once we can analyze the mechanisms of iPS
action with advanced AI, regenerative medicine will be able to
effectively unlock the body’s own blueprints for healing.

As a result of these technologies, the old linear models of progress in
medicine and longevity will no longer be appropriate. Both our natural
intuition and a backward-looking view of history suggest that the next
twenty years of advances will be roughly like the last twenty, but this
ignores the exponential nature of the process. Knowledge that radical life
extension is close at hand is spreading, but most people—both doctors and
patients—are still unaware of this grand transformation in our ability to
reprogram our outdated biology.

As mentioned earlier in this chapter, the 2030s will bring another health
revolution, which my book on health (coauthored with Terry Grossman,
MD) calls the third bridge to radical life extension: medical nanorobots.
This intervention will vastly extend the immune system. Our natural
immune system, which includes T cells that can intelligently destroy hostile
microorganisms, is very effective for many types of pathogens—so much so
that we would not live long without it. However, it evolved in an era when
food and resources were very limited and most humans had short life spans.
If early humans reproduced when young and then died in their twenties,
evolution had no reason to favor mutations that could have strengthened the
immune system against threats that mainly appear later in life, like cancer



and neurodegenerative diseases (often caused by misfolded proteins called
prions). Likewise, because many viruses come from livestock, our
evolutionary ancestors who existed before animal domestication did not
evolve strong defenses against them.[288]

Nanorobots not only will be programmed to destroy all types of
pathogens but will be able to treat metabolic diseases. Except for the heart
and the brain, our major internal organs put substances into the bloodstream
or remove them, and many diseases result from their malfunction. For
example, type 1 diabetes is caused by failure of the pancreatic islet cells to
produce insulin.[289] Medical nanorobots will monitor the blood supply and
increase or decrease various substances, including hormones, nutrients,
oxygen, carbon dioxide, and toxins, thus augmenting or even replacing the
function of the organs. Using these technologies, by the end of the 2030s
we will largely be able to overcome diseases and the aging process.

The 2020s will feature increasingly dramatic pharmaceutical and
nutritional discoveries, largely driven by advanced AI—not enough to cure
aging on their own, but sufficient to extend many lives long enough to reach
the third bridge. And so, by around 2030, the most diligent and informed
people will reach “longevity escape velocity”—a tipping point at which we
can add more than a year to our remaining life expectancy for each calendar
year that passes. The sands of time will start running in rather than out.

The fourth bridge to radical life extension will be the ability to
essentially back up who we are, just as we do routinely with all of our
digital information. As we augment our biological neocortex with realistic
(albeit much faster) models of the neocortex in the cloud, our thinking will
become a hybrid of the biological thinking we are accustomed to today and
its digital extension. The digital portion will expand exponentially and
ultimately predominate. It will become powerful enough to fully
understand, model, and simulate the biological portion, enabling us to back
up all of our thinking. This scenario will become realistic as we approach
the Singularity in the mid-2040s.

The ultimate goal is to put our destiny in our own hands, not in the
metaphorical hands of fate—to live as long as we wish. But why would



anyone ever choose to die? Research shows that those who take their own
lives are typically in unbearable pain, whether physical or emotional.[290]

While advances in medicine and neuroscience cannot prevent all of those
cases, they will likely make them much rarer.

Once we have backed ourselves up, how could we die, anyway? The
cloud already has many backups of all of the information it contains, a
feature that will be greatly enhanced by the 2040s. Destroying all copies of
oneself may be close to impossible. If we design mind-backup systems in
such a way that a person can easily choose to delete their files (hoping to
maximize personal autonomy), this inherently creates security risks where a
person could be tricked or coerced into making such a choice and could
increase vulnerability to cyberattacks. On the other hand, limiting people’s
ability to control this most intimate of their data impinges on an important
freedom. I am optimistic, though, that suitable safeguards can be deployed,
much like those that have successfully protected nuclear weapons for
decades.

If you restored your mind file after biological death, would you really be
restoring yourself? As I discussed in chapter 3, that is not a scientific
question but a philosophical one, which we’ll have to grapple with during
the lifetimes of most people already alive today.

Finally, some have an ethical concern about equity and inequality. A
common challenge to these predictions about longevity is that only the
wealthy will be able to afford the technologies of radical life extension. My
response is to point out the history of the cell phone. You indeed had to be
wealthy to have a mobile phone as recently as thirty years ago, and that
device did not work very well. Today there are billions of phones, and they
do a lot more than just make phone calls. They are now memory extenders
that let us access almost all of human knowledge. Such technologies start
out being expensive with limited function. By the time they are perfected,
they are affordable to almost everyone. And the reason is the exponential
price-performance improvement inherent in information technologies.



THE RISING TIDE

As I have argued in this chapter, contrary to many popular assumptions, life
is getting better in profound and fundamental ways for the great majority of
people on earth. More importantly, this isn’t just a coincidence. The vast
improvements we’ve seen over the past two centuries in areas like literacy
and education, sanitation, life expectancy, clean energy, poverty, violence,
and democracy are all powered by the same underlying dynamic:
information technology facilitates its own advancement. This insight, which
is the core of the law of accelerating returns, explains the virtuous circles
that have transformed human life so dramatically. Information technology is
about ideas, and exponentially improving our ability to share ideas and
create new ones gives each of us—in the broadest possible sense—greater
power to fulfill our human potential and to collectively solve many of the
maladies that society faces.

Exponentially improving information technology is a rising tide that lifts
all the boats of the human condition. And we are now about to enter the
period when this tide surges upward as never before. The key to this is
artificial intelligence, which is now allowing us to turn many kinds of
linearly advancing technology into exponential information technology—
from agriculture and medicine to manufacturing and land use. This force is
what will make life itself exponentially better in the time ahead.

Humanity’s journey toward easier, safer, and more abundant life for all
has been progressing for years, decades, centuries, and millennia. We truly
have trouble imagining what life was like even a century ago, let alone
before that. Our accelerating progress, with substantial gains over the past
few decades and profound evolution over the next few decades, will
catapult us forward in this positive direction, far beyond what we can now
imagine.
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CHAPTER 5

THE FUTURE OF JOBS: GOOD OR BAD?

THE CURRENT REVOLUTION

The convergent technologies of the next two decades will create enormous
prosperity and material abundance around the world. But these same forces
will also unsettle the global economy, forcing society to adapt at an
unprecedented pace.

In 2005, the year The Singularity Is Near was released, DARPA awarded
a $2 million prize to a Stanford team that won its grand challenge race for
autonomous vehicles.[1] At the time, self-driving cars were still science
fiction as far as the public was concerned, and even many experts believed
they were as far as a century away. But when Google launched an ambitious
AI-driven project in 2009, progress began to rapidly accelerate. The project
became an independent company called Waymo, which by 2020 was
offering fully autonomous ride-hailing taxis to the public in the Phoenix
area, followed by expansion to San Francisco.[2] By the time you read this,
its passenger service will have expanded to Los Angeles and possibly other
cities.[3]

Waymo’s self-driving vehicles have traveled well over 20 million fully
autonomous miles at the time of this writing (a figure that is rapidly
increasing—one of the challenges in writing this book!).[4] This real-world
experience provided a basis for Waymo to create and fine-tune a realistic
simulator—a virtual environment that can re-create the many vagaries of
driving.



These two modes have their own strengths and weaknesses, but together
they serve to mutually reinforce each other. Real-world driving can be fully
realistic and involves unexpected situations that engineers might never
anticipate on their own and put into a simulated environment. But when the
AI struggles with a real-world situation, engineers can’t stop traffic and tell
all the drivers around them, “Try that again, but this time five miles an hour
faster.”

By contrast, virtual-world driving allows high-volume testing that
scientifically adjusts exactly the parameters needed to master a situation.
Also, it’s possible to simulate risky scenarios that it wouldn’t be safe
enough to train AI on in real-world driving. By having the AI tackle
millions of different circumstances this way, engineers can identify the most
important issues to address in real-world driving.

For perspective on the amount of data that simulation makes possible
relative to reality, in 2018 Waymo started simulating as many driving miles
every single day as it had accumulated up to then on real roads in the entire
history of the project, going back to 2009. As of 2021, the most recent year
for which data is available as I write this, that stunning ratio still holds—
around 20 million simulated miles a day, versus more than 20 million real
miles since its founding.[5]

As discussed in chapter 2, such simulation can generate sufficient
examples to train deep (e.g., one-hundred-layer) neural nets. This is how
Alphabet subsidiary DeepMind generated enough training examples to soar
past the best humans in the board game Go.[6] Simulating the world of
driving is far more complicated than simulating the world of Go, but
Waymo uses the same fundamental strategy—and has now honed its
algorithms with more than 20 billion miles of simulated driving[7] and
generated enough data to apply deep learning to improve its algorithms.

If your job is driving a car, bus, or truck, this news is likely to give you
pause. Across the United States, more than 2.7 percent of employed persons
work as some kind of driver—whether driving trucks, buses, taxis, delivery
vans, or some other vehicle.[8] According to the most recent data available,
this figure accounts for over 4.6 million jobs.[9] While there is room for



disagreement over exactly how quickly autonomous vehicles will put these
people out of work, it is virtually certain that many of them will lose their
jobs before they would have otherwise retired. Further, automation affecting
these jobs will have uneven impacts all over the country. While in large
states like California and Florida drivers account for less than 3 percent of
the employed labor force, in Wyoming and Idaho the figure exceeds 4
percent.[10] In parts of Texas, New Jersey, and New York, the percentage
rises to 5 percent, 7 percent, or even 8 percent.[11] Most of these drivers are
men, most are middle-aged, and most do not have college educations.[12]

But autonomous vehicles won’t just disrupt the jobs of people who
physically drive behind the wheel. As truck drivers lose their jobs to
automation, there will be less need for people to do truckers’ payroll and for
retail workers in roadside convenience stores and motels. There’ll be less
need for people to clean truck stop bathrooms, and lower demand for sex
workers in the places truckers frequent today. Although we know in general
terms that these effects will happen, it is very difficult to estimate precisely
how large they will be or how quickly these changes will unfold. Yet it is
helpful to keep in mind that transportation and transportation-related
industries directly employ about 10.2 percent of US workers, according to
the latest (2021) estimate of the Bureau of Transportation Statistics.[13]

Even relatively small disruptions in a sector that large will have major
consequences.

Yet driving is just one of a very long list of occupations that are
threatened in the fairly near term by AI that exploits the advantage of
training on massive datasets. A landmark 2013 study by Oxford University
scholars Carl Benedikt Frey and Michael Osborne ranked about seven
hundred occupations on their likelihood of being disrupted by the early
2030s.[14] At a 99 percent likelihood of being able to be automated were
such job categories as telemarketers, insurance underwriters, and tax
preparers.[15] More than half of all occupations had a greater than 50
percent likelihood of being automatable.[16]

High on that list were factory jobs, customer service, banking jobs, and
of course driving cars, trucks, and buses.[17] Low on that list were jobs that



require close, flexible personal interaction, such as occupational therapists,
social workers, and sex workers.[18]

Over the decade since that report was released, evidence has continued
to accumulate in support of its startling core conclusions. A 2018 study by
the Organisation for Economic Co-operation and Development reviewed
how likely it was for each task in a given job to be automated and obtained
results similar to Frey and Osborne’s.[19] The conclusion was that 14
percent of jobs across thirty-two countries had more than a 70 percent
chance of being eliminated through automation over the succeeding decade,
and another 32 percent had a probability of over 50 percent.[20] The results
of the study suggested that about 210 million jobs were at risk in these
countries.[21] Indeed, a 2021 OECD report confirmed from the latest data
that employment growth has been much slower for jobs at higher risk of
automation.[22] And all this research was done before generative AI
breakthroughs like ChatGPT and Bard. The latest estimates, such as a 2023
report by McKinsey, found that 63 percent of all working time in today’s
developed economies is spent on tasks that could already be automated with
today’s technology.[23] If adoption proceeds quickly, half of this work could
be automated by 2030, while McKinsey’s midpoint scenarios forecast 2045
—assuming no future AI breakthroughs. But we know AI is going to
continue to progress—exponentially—until we have superhuman-level AI
and fully automated, atomically precise manufacturing (controlled by AI)
sometime in the 2030s.

Yet this is hardly the first time that people have been able to clearly see
their jobs being likely to succumb en masse to automation. The story began
two centuries ago when the weavers of Nottingham were threatened by the
introduction of the power loom and other textile machines.[24] These
laborers had enjoyed a modest living from their skillful production of
stockings and lace in stable family businesses that had been passed down
through the generations. But the technological innovations of the early
nineteenth century shifted the industry’s economic power into the hands of
the machine owners, leaving the weavers in danger of losing their jobs.



It’s not clear whether Ned Ludd actually existed, but legend has it that
he accidentally broke textile factory machinery, and any equipment
damaged thereafter—either mistakenly or in protest of automation—would
be blamed on Ludd.[25] When the desperate weavers formed an urban
guerrilla army in 1811, they declared General Ludd their leader.[26] These
Luddites, as they were known, revolted against factory owners—they first
directed their violence primarily at the machines, but bloodshed soon
ensued. The movement ended with the imprisonment and hanging of
prominent Luddite leaders by the British government.[27] Ned Ludd was
never found.

The weavers had seen their entire livelihood upended. From their
perspective, it was irrelevant that higher-paying jobs had been created to
design, manufacture, and market the new machines. There were no
government programs to retrain them, and they had spent their lives
developing a skill that had become obsolete. Many were forced into lower-
paying jobs, at least for a time. But a positive result of this early wave of
automation was that the common person could now afford a well-made
wardrobe rather than a single shirt. And over time, whole new industries
were formed as a result of automation. The resulting prosperity was the
primary factor that destroyed the original Luddite movement. Although the
Luddites have passed into history, they’ve remained a powerful symbol of
those who protest being left behind by technological progress.

DESTRUCTION AND CREATION

If I were a prescient futurist in 1900, I would have said to the labor force:
“There are around 40 percent of you who work on farms (a figure that was
over 80 percent in 1810) and a fifth of you who work in factories, yet I
predict that by the year 2023 the portion of you working in manufacturing
will fall by more than half (to 7.8 percent), and those working in agriculture
by over 95 percent (to less than 1.4 percent).”[28]



I could have gone on to say: “You need not worry, though, because
employment will actually go up rather than down. More jobs will be created
than eliminated.” If they then asked me, “What new jobs?” an honest
answer would have been “I don’t know—they haven’t been invented yet.
And they will be in industries that don’t exist yet.” That this is not a very
satisfying response illustrates why political anxiety is associated with
automation.

If I were really prescient, I would have told people in 1990 that new jobs
would soon become available to create and operate websites and mobile
applications, doing data analytics and online merchandising. But they
wouldn’t have had any idea what I was talking about.

Indeed, despite the dramatic reduction in many categories of
employment, the total number of jobs has grown dramatically—both in
absolute and proportional terms. In 1900 the total US workforce was around
29 million, comprising 38 percent of the population.[29] In early 2023 it was
around 166 million, comprising over 49 percent of the population.[30]

Not only is the total number of jobs growing, but the workers who fill
those jobs are working fewer hours and making more money. In the United
States, the annual number of hours worked by each worker has fallen from
just over 2,900 in 1870 to around 1,765 as of 2019 (just before the
disruptions of COVID-19).[31] And despite the reduction in hours worked,
workers’ average annual earnings have multiplied more than fourfold in
constant dollars since 1929.[32] That year, annual per capita personal income
in the United States was about $700. Since only 48 million of the 122.8
million people in the country were employed, this translates to about $1,790
(roughly $31,400 in 2023 dollars) per worker.[33] In 2022, US personal
income per capita was estimated at $64,100 across 332 million people, of
which the labor force was around 164 million.[34] Thus, working Americans
averaged annual earnings of around $129,800 (about $133,000 in 2023
dollars)—over four times as much as nine decades before.

Note, though, that while this average reflects huge gains in overall
wealth across the country, median incomes (the income level that has an
equal number of people earning more and less) are much lower. There isn’t



reliable data for 1929, but in 2021 median income was $37,522, as
compared with the $64,100 average.[35] Some of that difference reflects
extremely high earnings by a minority of the population, as well as the large
number of people who are retired, students, stay-at-home parents, or
otherwise not employed.

If we look more narrowly at hourly earnings, a similar trend appears.
The average American worker in 1929 was on the job for 2,316 hours per
year.[36] With average earnings around $31,400 in 2023 dollars, that’s about
$13.55 per hour. By 2021 Americans earned roughly $10.8 trillion (2023
adjusted) in wages and salaries with 254 billion hours of work—around
$42.50 an hour, and over triple the 1929 figure.[37]

In reality, the increase has been even larger. Some kinds of work aren’t
captured by the official wage statistics. For example, high-earning freelance
computer programmers are not on payrolls. Nor are entrepreneurs or
creative artists, who may get very large amounts of income from each hour
worked. In 2021 total personal income in the United States was around
$21.8 trillion (2023 adjusted), which implies hourly income roughly double
the wage-and-salary figure.[38] But much personal income (e.g., renting out
a property) doesn’t translate well to hours worked, so the most accurate
number falls somewhere between the two. As discussed in the previous
chapter, these gains do not even take into account how many kinds of goods
got much better for the same (inflation-adjusted) prices during that span, or
the fact that consumers have access to countless new innovations.

Underlying much of this progress, technological change is introducing
information-based dimensions to old jobs and creating millions of new jobs
that did not exist a quarter century ago, let alone a hundred years ago, and
that require novel and higher-level skills.[39] This has so far offset the
massive destruction of agricultural and manufacturing jobs that once
occupied the vast majority of the labor force.

At the beginning of the nineteenth century, the United States was an
overwhelmingly agricultural society. As more settlers poured into the young
nation and moved west of the Appalachians, the percentage of Americans
employed in farming actually rose, peaking at over 80 percent.[40] But in the



1820s this proportion began a rapid decline as improved agricultural
technology made it possible for fewer farmers to feed more people. Initially
this was the result of a combination of improved scientific methods of plant
breeding and better crop rotation systems.[41] As the Industrial Revolution
progressed, mechanical farming implements became major labor-saving
devices.[42] The year 1890 marked the first time a majority of Americans
did not work on farms, and the trend was accelerating sharply by 1910 as
tractors powered by steam or internal combustion engines replaced slow
and inefficient work animals.[43]

During the twentieth century the advent of improved pesticides,
chemical fertilizers, and genetic modification led to an explosion in crop
yields. For example, in 1850 wheat yields in the United Kingdom were 0.44
ton per acre.[44] As of 2022 they had risen to 3.84 tons per acre.[45] During
roughly that same span, the United Kingdom’s population rose from about
27 million to 67 million, so food production was able to not just
accommodate a growing number of citizens but make food much more
abundant for each person.[46] As people got access to better nutrition, they
grew taller and healthier and had better brain development in childhood.
With more people living to reach their full potential, more talent was
unlocked to continue further innovation.[47]

Looking to the future, the emergence of automated vertical farming will
likely foster another vast leap in the productivity and efficiency of
agriculture. Companies like Hands Free Hectare in the United Kingdom are
already working to remove human labor from all stages of agricultural
production.[48] As AI and robotics advance and renewable energy becomes
cheaper, there will eventually be dramatic reductions in the price of many
agricultural products. As food prices become less dependent on human
labor and scarce natural resources, poverty will not prevent people from
accessing a plentiful supply of healthy and nutritious fresh food.



Farm Labor in the US Since 1800[49]

Sources: National Bureau of Economic Research; United States Census Bureau; US Bureau of Labor

Statistics; International Labour Organization

Although many of the farmworkers who lost jobs found new
employment in factories, much the same story played out for factory work
about a century and a half later. In the first decade of the nineteenth century,
about 1 out of 35 American workers were employed in manufacturing.[50]

The Industrial Revolution soon transformed major cities, though, as steam-
powered factories sprang up and demanded millions of low-skilled laborers.
By 1870 almost 1 in 5 workers were in manufacturing, mainly in the rapidly
industrializing North.[51] The second wave of the Industrial Revolution
brought a new mass of workers—largely immigrants—into manufacturing
around the start of the twentieth century. The development of the assembly
line greatly increased efficiency, and as prices for products fell, they
became accessible to more and more people.[52]



As demand grew, factories had to hire new armies of workers, and
peacetime manufacturing employment peaked around 1920 at an estimated
26.9 percent of the civilian labor force.[53] Methods of measuring the size of
the labor force have changed somewhat over time, so we can’t perfectly
compare this figure with those of later decades, but a general fact is clear.
Aside from the disruptions of the Great Depression (when manufacturing
employment temporarily fell) and World War II (when it temporarily rose),
the US workforce maintained about 1 in 4 people in manufacturing until the
1970s.[54] For roughly five decades, there was no overall upward or
downward trend.

Then two technology-related shifts began to erode US factory
employment. First, innovations in logistics and transportation, most notably
containerized shipping, made it cheaper for companies to outsource
manufacturing to countries with less expensive labor and import finished
products to the United States.[55] Containerization is not a flashy technology
like factory robotics or AI, but it has had one of the most profound impacts
on modern society of any innovation. By drastically reducing the cost of
worldwide shipping, containerization made it possible for the economy to
become truly global. This made an enormous range of products available
more cheaply to ordinary people, but it was also a key factor in the
deindustrialization of large parts of the United States.

Second, automation reduced the amount of human labor demanded by
the domestic manufacturing sector. While early assembly lines involved
significant hands-on work at each step, the introduction of robotics reduced
this need. That trend was reinforced in the 1990s as computerization and
artificial intelligence started making automation ever more capable and
efficient. Thus, the average manufacturing worker, assisted by smarter
machines, could produce more and more goods every hour. In fact, in the
two decades from 1992 to 2012, as computerization transformed factory
production, the hourly output of the average manufacturing worker doubled
(adjusting for inflation).[56]

As a result, during the twenty-first century, manufacturing output and
manufacturing employment have decoupled. In February 2001, just before



the post-dot-com recession, 17 million Americans had manufacturing jobs.
[57] This dropped sharply during the recession and never recovered—jobs
stayed flat at around 14 million all through the mid-2000s boom despite a
substantial increase in output.[58] In December 2007, at the start of the Great
Recession, about 13.7 million Americans were working in manufacturing,
and this had fallen to 11.4 million by February 2010.[59] Manufacturing
output quickly rebounded and by 2018 was back near all-time highs—but
many of the lost jobs never came back.[60] Even in November 2022, only
12.9 million workers were needed to produce that output.[61]

Looking back over the past century, these trends are striking. After
staying steadily between 20 and 25 percent from 1920 to 1970,
manufacturing employment has steadily shrunk as a fraction of the labor
force in the five decades since—to 17.5 percent in 1980, 14.1 percent in
1990, 12.1 percent in 2000, and bottoming at 7.5 percent in 2010.[62] In the
decade since, it has remained essentially flat despite the sustained economic
expansion and healthy growth of manufacturing output. And so, as of early
2023, the manufacturing sector employs roughly 1 in 13 American workers.
[63]



Manufacturing Labor in the US Since 1900[64]

Source: US Bureau of Labor Statistics; Stanley Lebergott, “Labor Force and Employment, 1800–
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(Washington, DC: National Bureau of Economic Research, 1966)

Despite the dramatic reduction in both farm and factory jobs, the US
labor force has been steadily growing for as long as the statistic has been
measured, even in light of successive waves of automation.[65] From the
early Industrial Revolution through the middle of the twentieth century, the
economy not only created enough new jobs to provide employment for the
rapidly expanding population but also accommodated the entry of tens of
millions of women into the workforce.[66]

Since the start of the twenty-first century, the labor force has slightly
shrunk as a proportion of the total population, but a major reason for this is
that a higher percentage of Americans are now of retirement age.[67] In
1950, 8.0 percent of the US population was sixty-five or older;[68] by 2018
that had doubled to 16.0 percent, leaving relatively fewer working-age
people in the economy.[69] The US Census Bureau projects—independent of



any new medical breakthroughs that may be achieved in the coming
decades—that over-sixty-fives will constitute 22 percent of the population
by 2050.[70] If I am correct that significant life-extension technologies will
become a reality by then, the proportion of senior citizens will be even
higher.

In absolute terms, though, the labor force itself is still growing. In 2000
the civilian labor force was estimated at 143.6 million out of a total
population of 282 million, or 50.9 percent.[71] By 2022 the labor force had
grown to 164 million workers out of around 332 million people, or 49.4
percent.[72]

US Labor Force[73]

Sources: US Bureau of Labor Statistics; National Bureau of Economic Research; US Census Bureau

As the economy has shifted toward more technology-intensive jobs, we
have been dramatically increasing the investment in education to provide
the new skills required and to create new employment opportunities. We’ve
gone from 63,000 university students (undergraduate and graduate level) in
1870 to an estimated 20 million as of 2022.[74] Of that total, we’ve added



about 4.7 million university students in the United States just between the
years 2000 and 2022.[75] We spend more than eighteen times as much today
in constant dollars per child in K–12 as we did a century ago. During the
1919–20 school year, K–12 public schools spent the equivalent of $1,035
per pupil (2023 dollars).[76] By the 2018–19 school year, this had increased
to around $19,220 (2023 dollars).[77]

Enrollment in Institutions of Higher Education, by

Sex: 1869–70 to 1990–91[78]

Sources: US Department of Commerce, Bureau of the Census, Historical Statistics of the United

States, Colonial Times to 1970; US Department of Education, National Center for Education
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Over the past two centuries, technological change has replaced most
jobs in the economy several times over, yet—aided by improving education
—we have seen sustained and dramatic economic progress. This is despite



the continual (and accurate) perception that major categories of
employment are about to disappear.[79]

IS THIS TIME DIFFERENT?

Despite the long pattern of net job growth, some prominent economists
have predicted that this time will be different. One of the leading
proponents of the view that the upcoming onslaught of AI-based automation
will be a net job killer has been Stanford professor Erik Brynjolfsson. He
argues that, unlike previous technology-driven transitions, the latest form of
automation will result in a loss of more jobs than it creates.[80] Economists
who take this view see the current situation as the culmination of several
successive waves of change.

The first wave is often referred to as “deskilling.”[81] For example, a
driver of a horse-drawn carriage who needed extensive skills at handling
and maintaining unpredictable animals was replaced by an automobile
driver who required fewer such abilities. One of the main effects of
deskilling is that it is easier for people to take new jobs without lengthy
training. Craftsmen would have to spend years developing the wide range
of skills involved in shoemaking, but once assembly-line machines took
over much of this work, a person could get a job after a much shorter time
learning to operate a machine. This meant that labor costs fell and shoes
became more affordable, but also that low-paying jobs replaced higher-
paying ones.

The second wave is “upskilling.” Upskilling often follows deskilling,
and introduces technologies that require more skill than what came before.
For example, providing drivers with navigation technologies requires them
to learn how to use electronics that were not previously part of the required
skill set. Sometimes this means introducing machines that take an ever
larger role in manufacturing but that require sophisticated skills to operate.
For example, while early shoemaking machines were hand-operated presses



that required no formal education to operate, today companies like
FitMyFoot use 3D printing to create custom footwear that fits each
customer perfectly.[82] So instead of a large number of low-skill jobs,
FitMyFoot’s production depends on a smaller number of people with skills
in computer science and operating 3D printers. Trends like this tend to
replace low-paying jobs with fewer but higher-paying jobs.

The oncoming wave, however, could be called “nonskilling.” Driverless-
vehicle AI, for example, will replace human drivers altogether. As more and
more tasks fall within the capabilities of AI and robotics, there will be a
series of nonskilling transitions. What makes AI-driven innovation different
from previous technologies is that it opens more opportunities for taking
humans out of the equation altogether. Instead of reducing or increasing the
amount of skill required to perform a certain task, artificial intelligence can
often take over the task entirely. This is desirable not just for cost reasons
but also because in many areas AI can actually do a better job than the
humans it is replacing. Self-driving cars will be much safer than those
operated by human drivers, and the AI will never get drunk, drowsy, or
distracted.

Yet it is important to distinguish between tasks and professions. In some
cases (but not all), tasks that are wholly automated allow a certain type of
job to pivot to a different set of tasks—in effect, upskilling. For example,
ATMs can now replace human bank tellers for many routine cash
transactions, but tellers have taken on a greater role in marketing and
building personal relationships with customers.[83] Similarly, while software
for legal research and document analysis has replaced certain functions of
paralegals, the profession has changed in response and now entails a
significantly different bundle of tasks than it did decades ago.[84] This sort
of effect may soon happen in the art world. Starting in 2022, publicly
available systems like DALL-E 2, Midjourney, and Stable Diffusion used
AI to create high-quality graphic art based on text-based prompts from
humans.[85] As this technology advances, human graphic designers may
spend less time physically sketching art and more time brainstorming ideas
with clients and curating or modifying samples that AI produces.



In the long term, the economic incentives for automation will push AI to
take over an ever-expanding set of tasks. All else being equal, it is less
expensive to buy machines or AI software than to pay ongoing labor costs.
[86] When business owners are designing their operations, they often have
some flexibility over the balance between capital and labor. In places where
wages are relatively low, it makes more sense to use labor-intensive
processes. Where wages are high, there’s more of an incentive to innovate
and design machines that require less labor. This is likely one reason why
Great Britain was the cradle of the Industrial Revolution—it had wages that
were higher than almost anywhere else in the world as well as abundant
cheap coal. This drove development of technologies that substituted
inexpensive steam power for expensive human labor. In today’s developed
economies there is a similar dynamic. While machines can be one-time
purchases that become assets, employee wages are ongoing costs, and
workers have a range of other needs that employers must meet. So where
it’s possible to increase automation, businesses have an incentive to do so.
As AI approaches human—and, shortly thereafter, superhuman—levels of
competence, there will be ever fewer tasks that unenhanced humans will be
needed to perform. Until we merge with our AI more fully, this portends
major disruptions for workers.

Yet one sticking point in this thesis has been a productivity puzzle: if
technological change really is starting to cause net job losses, classical
economics predicts that there would be fewer hours worked for a given
level of economic output. By definition, then, productivity would be
markedly increasing. However, productivity growth as traditionally
measured has actually slowed since the internet revolution in the 1990s.
Productivity is often measured as real output per hour, which is the total
amount of goods and services produced (adjusted for inflation) divided by
the total number of hours worked to produce them. From the first quarter of
1950 to the first quarter of 1990, real output per hour in the United States
increased by an average of 0.55 percent per quarter.[87] As personal
computers and the internet became widespread in the nineties, productivity
gains accelerated. From the first quarter of 1990 to the first quarter of 2003,



quarterly increases averaged 0.68 percent.[88] It appeared that the World
Wide Web had unleashed a new age of rapid growth, and as late as 2003
there was a widespread expectation that this pace would continue.[89] Yet
starting in 2004, productivity growth began to significantly slow. From the
first quarter of 2003 to the first quarter of 2022, it averaged just 0.36
percent per quarter.[90] This has been one of the great economic mysteries of
the past decade. With information technology transforming business in so
many ways, we’d expect to see much stronger productivity growth.
Theories abound as to why we haven’t.

If automation is really having such a huge impact, there appears to be
several trillion dollars of the economy “missing.” In my view, which has
been growing in acceptance among economists, much of the explanation is
that we don’t count the exponentially increasing value of information
products in GDP, many of which are free and represent categories of value
that did not exist until recently. When MIT bought the IBM 7094 computer
I used as an undergraduate for around $3.1 million in 1963, that counted
for, well, $3.1 million ($30 million in 2023 dollars) in economic activity.[91]

A smartphone today is hundreds of thousands of times more powerful in
terms of computation and communication and has myriad capabilities that
did not exist at any price in 1965, yet it counts for only a few hundred
dollars of economic activity, because that is what you paid for it.

This general explanation for the missing productivity has also been
notably advanced by Erik Brynjolfsson and venture capitalist Marc
Andreessen.[92] As a condensed explanation, gross domestic product
measures economic activity via the prices of all finished goods and services
in a country. So if you pay $20,000 for a new car, that adds $20,000 to that
year’s GDP—even if you would have been willing to pay $25,000 or
$30,000 for the same car. This method worked well during the twentieth
century because across the entire population the average willingness to pay
for an item would be reasonably close to its actual price. A major reason for
this is that when goods and services are produced with physical materials
and human labor, it costs businesses a significant amount of money to
produce each new unit. Building a car, for example, requires a combination



of expensive metal parts and many hours of skilled labor. This is the
concept of marginal cost.[93] Classical economic theory says that prices will
tend toward goods’ average marginal cost—because businesses can’t afford
to sell at a loss, but competitive pressure forces them to sell as cheaply as
they can. Further, since more useful and powerful products have
traditionally cost more to produce, there was historically a strong
relationship between a product’s quality and its price reflected in GDP.

Yet many information technologies have become vastly more useful
while prices have stayed more or less constant. A roughly $900 (2023
inflation-adjusted) computer chip in 1999 could perform more than 800,000
computations per second per dollar.[94] By early 2023 a $900 chip could do
nearly 58 billion computations per second per dollar.[95]

So the problem is that GDP naturally counts today’s $900 chip as
equivalent to one produced over two decades ago, even though the current
one is more than 72,000 times more powerful for the same price. Thus,
nominal wealth and income increases over the past few decades do not
properly reflect the massive lifestyle advantages enabled by new
technology. This distorts the interpretation of economic data and creates
misleading perceptions, such as apparently slow or even stagnant wage
growth. Even if your nominal wages stayed flat over the past two decades,
you can now buy many thousands of times more computing power with
them.[96] Government agencies have made some efforts to take improving
performance into account for some economic statistics,[97] but these still
massively underestimate the true price-performance gains.

This dynamic is even stronger for digital goods, which can be produced
almost for free. Once Amazon has formatted an e-book for sale, selling new
copies of it doesn’t take any additional paper, ink, or labor—so it sells for a
nearly infinite multiple of its marginal cost. As a result, the close
relationship between marginal cost, price, and consumers’ willingness to
pay has been weakened. In the case of services whose marginal cost is low
enough that they can be free to consumers altogether, that relationship
breaks down completely. Once Google has designed its search algorithms
and built its server farms, providing a user with one additional search costs



almost nothing. It doesn’t cost Facebook any more money to connect you to
one thousand friends than to connect you to only one hundred. So they give
the public free access and cover their marginal costs with ads.

Even though such services are free to consumers, we can approximate
people’s willingness to pay for them (also known as consumer surplus) by
looking at their choices.[98] For example, if you could earn $20 by mowing
a neighbor’s lawn but choose to spend that time on TikTok instead, we can
say that TikTok is giving you at least $20 of value. As Tim Worstall
estimated in Forbes in 2015, Facebook’s US-based revenue was about $8
billion, which would thus be its official contribution to GDP.[99] But if you
value the amount of time people spend on Facebook even at minimum
wage, the true benefit to consumers was around $230 billion.[100] As of
2020 (the most recent year for which data is available as this book goes to
press), US social media–using adults spent an average of thirty-five minutes
each day on Facebook.[101] With around 72 percent of America’s roughly
258 million adults using social media, this suggests $287 billion of
economic value from Facebook that year, using Worstall’s methodology.
[102] And a 2019 global survey found that American internet users spent an
average of two hours and three minutes per day on all social media—which
contributed around $36.1 billion in advertising revenue to GDP but implies
a total benefit to users of over $1 trillion per year![103]

Valuing social media use at minimum wage is hardly a perfect measure,
since, for example, it’s more practical to surf Facebook while waiting in
line for coffee than to use those few minutes doing remote freelance work.
But as a general approximation, it reveals that people place enormous value
on social media usage, yet only a small fraction of that value is visible to
economists as revenue. Wikipedia is an even more extreme example: its
official contribution to GDP is basically zero. The same analysis applies to
countless web- and app-based services.

This suggests that as digital technology takes up a larger and larger share
of the economy, consumer surplus is rising much faster than GDP suggests.
Thus, productivity in terms of consumer surplus has been increasing more
rapidly than the traditional output-per-hour metric. Since consumer surplus



is a more “genuine” metric of true prosperity than prices, one could say that
the kind of productivity we really care about has been growing just fine all
along.

These effects go far beyond areas that are obviously “technology.”
Technological change has enabled countless other benefits that don’t show
up in GDP—from less pollution and safer living conditions to expanded
opportunities for learning and entertainment. That said, these changes
haven’t affected all areas of the economy evenly. For example, despite
dramatic deflation in computing prices, health care has been getting more
expensive faster than overall inflation—so someone who needs a lot of
medical treatments may not be comforted much by how much cheaper GPU
cycles are getting.[104]

The good news, though, is that artificial intelligence and technological
convergence will turn more and more kinds of goods and services into
information technologies during the 2020s and 2030s—allowing them to
benefit from the kinds of exponential trends that have already brought such
radical deflation to the digital realm. Advanced AI tutors will make possible
individually tailored learning on any subject, accessible at scale to anyone
with an internet connection. AI-enhanced medicine and drug discovery are
still in their infancy as of this writing but will ultimately play a major role
in bringing down health-care costs.

The same will happen for numerous other products that have not
traditionally been considered information technologies—such as food,
housing and building construction, and other physical products like
clothing. For example, AI-driven advances in materials science will make
solar photovoltaic electricity extremely cheap, while robotic resource
extraction and autonomous electric vehicles will bring the costs of raw
materials much lower. With cheap energy and materials, and automation
increasingly replacing human labor outright, prices will fall substantially. In
time, such effects will cover so much of the economy that we’ll be able to
eliminate much of the scarcity that presently holds people back. As a result,
in the 2030s it will be relatively inexpensive to live at a level that is
considered luxurious today.



If this analysis is correct, then technology-driven deflation in all these
areas will only widen the gap between nominal productivity and the real
average benefit that each hour of human work brings to society. As such
effects spread beyond the digital sphere to other industries and encompass a
wider portion of the whole economy, we would expect national inflation to
decrease—and eventually lead to overall deflation. In other words, we can
expect clearer answers to the productivity puzzle as time goes on.

There’s another puzzle as well: Why does economic data show that the
proportion of Americans in the workforce is shrinking? Economists who
support the net-job destruction thesis point to the US civilian labor force
participation rate, which is the number of employed persons plus the
number of unemployed who are looking for a job as a percentage of the
population aged sixteen and over. After rising from about 59 percent in
1950 to just under 67 percent in 2002, it had dropped below 63 percent by
2015 and remained nearly flat until the COVID-19 pandemic despite an
ostensibly booming economy.[105]

The actual percentage of the total population in the labor force is
smaller. In June 2008 there were more than 154 million people in the US
civilian labor force out of a population of 304 million, or 50.7 percent.[106]

By December 2022 there were 164 million in the labor force out of 333
million, or just under 49.5 percent.[107] That doesn’t seem like a big drop,
but it still puts the United States at its lowest percentage in more than two
decades. The government statistics on this do not perfectly capture
economic reality, as they do not include several categories—including
agricultural workers, military personnel, and federal government employees
—but they are still useful for showing the direction and approximate
magnitude of these trends.



US Labor Force Participation Rate[108]

Shaded areas indicate US recessions

Source: US Bureau of Labor Statistics

Yet while some of this decline is likely due to automation, there are two
major confounding factors. First, as Americans become more educated,
fewer teenagers are working, and many people are staying in college and
graduate school well into their twenties.[109] Also, as the large baby boomer
generation increasingly ages into retirement, the proportion of Americans of
working age is decreasing.[110]

If instead we look at the labor force participation rate among prime
working-age adults aged twenty-five to fifty-four, the decline almost
disappears—as of early 2023, the participation rate is 83.4 percent, as
compared with 84.5 percent at its peak in 2000.[111] This is still a difference
of around 1.7 million people in today’s population, but much less than the
previous chart makes it appear.[112]



US Labor Force Participation Rate, Ages 25–54[113]

Shaded areas indicate US recessions

Source: US Bureau of Labor Statistics

In addition, since 2001 there has been a significant increase in
participation by people fifty-five and over. Among those fifty-five to sixty-
four, it rose from 60.4 percent in 2001 to 68.2 percent in 2021, and in the
same span it grew among those seventy-five and older from 5.2 percent to
8.6 percent.[114] Conflicting forces are involved here. On the one hand,
many older workers who lose jobs due to automation are simply retiring
earlier and accepting a lower standard of living. On the other hand, people
are living longer (before the COVID-19 pandemic, combined male-female
US life expectancy had increased by about two years since 2000)[115] and
are healthy enough to work at later ages. For many, this is an enjoyable
source of purpose and satisfaction. Still, this data doesn’t reflect the fact
that some older adults are forced to stay in the workforce in marginal jobs
after losing better-paying ones before they can secure their retirement.[116]

Yet all these analyses are constrained by the fact that labor force
participation itself is an increasingly flawed concept. Two major trends are



reshaping the nature of work but are not well reflected in economic
statistics.

The first is the underground economy, which has always existed but has
been greatly facilitated by the internet. Its activities include virtually the
entire sex industry as well as many other types of services, including paid-
under-the-table housework, alternative healing modalities, and many more.
Another facilitator of the underground economy is the advent of encrypted
technologies, such as cryptocurrencies that enable hiding transactions from
taxation, regulation, and law enforcement authorities.

The largest and most famous cryptocurrency is Bitcoin.[117] On August
6, 2017, the daily trade volume of Bitcoin on major exchanges was less than
$19.3 million.[118] It had spiked to over $4.95 billion by December 7 of the
same year but quickly fell again, and as of mid-2023 averaged around $180
million per day.[119] This is nonetheless very rapid growth, but still tiny in
comparison with major traditional currencies. According to the Bank for
International Settlements, global foreign exchange trading averaged $7.5
trillion per day in April 2022, and it is likely even higher as this book goes
to press.[120]

Also, in contrast to most traditional currencies, the value of most
cryptocurrencies has been extremely volatile. On January 4, 2012, for
example, Bitcoins were trading at $13.43.[121] On April 2 they were up
above $130.[122] But interest in cryptocurrency was still largely limited to a
technology-minded subculture. Then, after almost five years of relative
quiet and stability, Bitcoin started shooting up even higher in 2017.
Suddenly ordinary people were hearing about Bitcoins as a surefire
investment and buying them up in hopes that they would appreciate further.
This became a self-fulfilling prophecy, with prices hitting $1,354 on April
29 and $18,877 on December 17.[123] But then prices started to fall and
people sold their Bitcoins in a panic, trying to get out of the market before
their assets lost any more value. By December 12, 2018, Bitcoin was back
down to $3,360—only to hit $64,899 on April 13, 2021, before another
major crash dropped it to $15,460 by November 20, 2022.[124]



This volatility poses a major problem for people who want to use
Bitcoin as a currency—that is, as a medium for regularly exchanging goods
and services. If you believed your dollars would be worth ten times as much
within half a year, you’d try to avoid spending them. Conversely, if your
dollars could lose half their value in a few months, you would be reluctant
to keep many of your assets in dollars, and merchants wouldn’t want to
accept them. If cryptocurrencies are to achieve wider adoption by the
public, they’ll need to find a way to keep values more stable.

Yet cryptocurrency is hardly a requirement for underground work to
flourish. Social media and platforms like Craigslist provide ample
opportunities for people to form economic connections that are mostly
invisible to the government.

This effect also facilitates the other major trend: new ways of earning
money not always regarded as traditional methods of employment. These
include creating, buying, selling, and bartering physical and digital assets
and services using websites and apps, and also creating apps, videos, and
other forms of digital content on social media sites. Some people have
developed successful careers creating content for YouTube, for example, or
are paid to influence others on Instagram or TikTok.[125]

Before the release of the iPhone in 2007, there was no app economy to
speak of. In 2008 there were fewer than 100,000 iOS apps available; this
had rocketed up to around 4.5 million by 2017.[126] On Android, the growth
was just as dramatic. In December 2009, there were around 16,000 mobile
apps available in the Google Play Store.[127] As of March 2023, there were
2.6 million.[128] That is a more than 160-fold increase in thirteen years. This
led directly to growing employment. From 2007 to 2012, the app economy
created an estimated half a million jobs in the United States.[129] By 2018,
according to Deloitte, this had grown to over 5 million jobs.[130] Another
2020 estimate, including jobs indirectly created by the app economy, put it
at 5.9 million US jobs and $1.7 trillion of economic activity.[131] These
numbers depend somewhat on how broadly or narrowly one defines the app
market, but the key takeaway is that in a little over a decade, mobile apps
have exploded from insignificance to a major factor in the wider economy.



And so, even as technological change is rendering many jobs obsolete,
those very same forces are opening up numerous new opportunities that fall
outside the traditional model of “jobs.” Although it is not without its
limitations, the so-called gig economy often allows people more flexibility,
autonomy, and leisure time than their previous options. Maximizing the
quality of these opportunities is one strategy for how to help workers as
automation trends accelerate and disrupt traditional workplaces.

SO WHERE ARE WE HEADED?

On the face of it, the labor situation sounds alarming. When Oxford’s Frey
and Osborne estimated that almost half of 2013’s jobs would be
automatable by 2033, their research assumed more conservative rates of
progress in AI and other exponential technologies than what I’ve outlined in
this book.[132] While people have recognized the threat to jobs from
automation for more than two hundred years, the current situation is unique
in the speed and breadth of the looming threat.

To predict how this will play out, we need to consider several
fundamental issues. First, employment is not an end in itself, but a means to
an end. One goal of work is to meet the material needs of life. As noted
previously, just growing and distributing food required nearly all human
labor as recently as two centuries ago, while food production in the United
States and much of the developed world requires less than 2 percent of
labor today. As AI unlocks unprecedented material abundance across
countless areas, the struggle for physical survival will fade into history.

Another goal of work is to give purpose and meaning to life. If your job
consists of laying bricks, that labor provides two sorts of meaning. Most
obviously, your wages enable you to provide for your loved ones and care
for them—an important facet of identity. But you’re also building lasting
structures that contribute to the public good. You’re literally contributing to
something larger than yourself. Some of the most fulfilling jobs, like those



in the arts and academia, additionally provide the opportunity to be creative
and generate new knowledge.

The upcoming revolution will empower humans for such contributions
far beyond what has ever been possible before. In fact, advancing
information technology is already enhancing artists’ ability to enrich the
culture—often in underappreciated ways. For example, when I was growing
up, there were only three television stations available: ABC, NBC, and
CBS. Because everyone was watching such a limited selection of programs,
the networks had to create content that would be popular with the widest
possible demographics. In order to be successful, shows had to appeal to
men and women, children and parents, blue collar and white collar. Ideas
with a strong but narrower appeal, like absurdist comedy, paranormal
drama, or science fiction, did not have an easy path to commercial viability.
Many people now forget that Star Trek, the most influential science fiction
series in history, was canceled after just three seasons.[133]

But the proliferation of cable broadened the TV landscape to the extent
that niche shows could find an audience. Deep-dive documentaries on
unusual topics flourished on the Discovery Channel, the History Channel,
the Learning Channel, and elsewhere. But viewership was still bound by
airtimes. The introduction of DVRs and then on-demand streaming allowed
people to watch whatever they wanted, whenever they wanted. That meant
that innovative new shows could gather their audience from the whole
population—not just whoever happened to be watching during a particular
time slot. As a result, artistic ideas that wouldn’t have been viable on the
networks of my youth, like Stranger Things and Fleabag, have found loyal
viewers and critical acclaim. This dynamic is great news for relatively small
demographics like LGBTQ people, persons with disabilities, and American
Muslims, because it’s easier for programs positively depicting their
particular life experiences to be commercially successful.

In addition, streaming allows for different creative choices. For example,
half-hour comedy episodes on broadcast TV normally have self-contained
plots because networks want viewers to be able to watch and enjoy them in
any order. But on-demand means that viewers can always watch in the



proper sequence. This has freed groundbreaking shows like BoJack
Horseman to have character development from one episode to another and
gradually build up jokes over several episodes.[134] These artistic
possibilities literally wouldn’t exist with previous broadcast technologies.

Over the next two decades this transformation will accelerate
dramatically. Think of the creativity that AI has achieved over the past few
years in visual images thanks to systems like DALL-E, Midjourney, and
Stable Diffusion. These capabilities will become more sophisticated and
will expand to music, video, and games, radically democratizing creative
expression. People will be able to describe their ideas to AI and tweak the
results with natural language until it fulfills the visions in their minds.
Instead of needing thousands of people and hundreds of millions of dollars
to produce an action movie, it will eventually be possible to produce an epic
film with nothing but good ideas and a relatively modest budget for the
computer that runs the AI.

Yet despite all these impending benefits, we must also be realistic about
the disruptive effects that will occur between now and then. Automation and
its indirect effects have already eradicated many jobs near the bottom and in
the middle of the skill ladder, and this trend will broaden and pick up speed
over the next decade. Most of our new jobs require more sophisticated
skills. As a whole, our society has moved up the skill ladder, and this will
continue. But as AI soars past the capabilities of even the most skilled
humans in one area after another, how can humans keep up?

The primary method of improving human skills over the past two
centuries has been education. Our investment in learning has skyrocketed
over the past century, as I described previously. But we are already well into
the next phase of our own betterment, which is enhancing our capabilities
by merging with the intelligent technology we are creating. We are not yet
putting computerized devices inside our bodies and brains, but they are
literally close at hand. Almost no one could do their jobs or get an education
today without the brain extenders that we use on an all-day, every-day basis
—smartphones that can access almost all human knowledge or harness
huge computational power with a single tap. It is therefore not an



exaggeration to say that our devices have become parts of us. This was not
the case as recently as two decades ago.

These capabilities will become even more integrated with our lives
throughout the 2020s. Search will transform from the familiar paradigm of
text strings and link pages into a seamless and intuitive question-answering
capability. Real-time translation between any pair of languages will become
smooth and accurate, breaking down the language barriers that divide us.
Augmented reality will be projected constantly onto our retinas from our
glasses and contact lenses. It will also resonate in our ears and ultimately
harness our other senses as well. Most of its functions and information will
not be explicitly requested, but our ever present AI assistants will anticipate
our needs by watching and listening in on our activities. In the 2030s,
medical nanorobots will begin to integrate these brain extensions directly
into our nervous system.

In chapter 2, I described how this technology will extend our neocortex
into the cloud, adding more capacity and more levels of abstraction. This
will be available to everyone and ultimately will be inexpensive, just as
mobile phones started out very expensive and not so smart but are
ubiquitous today (the International Telecommunication Union estimates that
there were 5.8 billion active smartphone subscriptions in the world as of
2020),[135] with rapidly improving capabilities.

But on the way to a future of such universal abundance, we need to
address the societal issues that will arise as a result of these transitions. The
social safety net started in the United States in the 1930s with the passage
of Social Security.[136] While particular formulations go in and out of
political favor (for example, “welfare”), the overall safety net has
nonetheless grown more extensive ever since, regardless of the political
leanings of particular parties and administrations.

Even though the United States is considered to have a less extensive
social safety net than “socialist” European countries, its public spending on
social welfare—an estimated 18.7 percent of GDP as of 2019 (before
COVID-19 pandemic relief muddied the data)—is close to the median for
developed countries.[137] Canada was lower, at 18.0 percent.[138] Australia



and Switzerland were similar, both at 16.7 percent.[139] The United
Kingdom was slightly higher, at 20.6 percent—around $580 billion of a
$2.8 trillion GDP, or less than $8,800 per capita across a population of 66
million.[140] But since US GDP per capita is higher, its social safety net is
likewise higher per capita. In 2019, US GDP was over $21.4 trillion, of
which around $4 trillion was public social spending.[141] Across a
population that averaged around 330 million that year, this amounts to more
than $12,000 per capita.[142]

Spending of Countries on Social Welfare

Programs[143]

The US is below average, but not by much

Sources: Organisation for Economic Co-operation and Development; Bloomberg

The US safety net has been steadily growing as a percentage of
government spending (now about 50 percent of all federal, state, and local
expenditures) and of GDP (and both government spending and GDP are
themselves steadily increasing).[144] Look at the following charts and see if
you can determine when “left-wing” or “right-wing” administrations were



in power. (The most recent two data years available include a good deal of
pandemic relief, so the spike for 2020–2021 exceeds the underlying long-
term growth trend.)

With GDP continuing to grow exponentially, social safety net spending
will likely continue to increase both overall and per capita. Significant
programs within the US social safety net include Medicaid for basic
medical services, SNAP “food stamps” (essentially a debit card for food),
and housing assistance. The level of these programs is barely adequate
today, but as AI-driven advances make it possible for medicine, food, and
housing to be much cheaper during the 2030s, the same level of financial
support will provide a very comfortable standard of living without needing
to further increase the percentage of GDP devoted to social safety net
spending. If this percentage continues to grow, it can fund even more
extensive services.



US Total Social Safety Net Spending[145]

Federal plus estimated state and local
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US Social Safety Net as % of Government

Spending[146]

Federal plus estimated state and local
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US Social Safety Net as % of GDP[147]

Federal plus estimated state and local
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US Social Safety Net per Capita[148]

Federal plus estimated state and local
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In an onstage dialogue with TED curator Chris Anderson at the 2018
TED conference in Vancouver,[149] I predicted that we would effectively
have universal basic income (UBI) or its equivalent by the early 2030s in
developed countries, and by the late 2030s in most countries—and that
people would be able to live well by today’s standards on that income. This
would entail regular payments to all adults, or the provision of free goods
and services, likely funded by some combination of taxes on automation-
driven profits and government investments in emerging technologies.[150]

Related programs might provide financial support to people caring for
family or building healthy communities.[151] Such reforms could greatly
cushion the harms of job disruptions. In evaluating the likelihood of such
progress, one has to consider how profoundly the economy will evolve by
then.



Thanks to accelerating technological change, overall wealth will be far
greater, and given the long-term stability of our social safety net regardless
of the governing party, it is very likely to remain in place—and at
substantially higher levels than today.[152] Remember, though, that
technological abundance doesn’t automatically benefit everyone equally at
once. For example, in 2022, $1.00 could buy more than 50,000 times as
much computing power as it could in 2000 (adjusted for overall inflation).
[153] By contrast, according to official statistics, $1.00 in 2022 could buy
only about 81 percent of the health care it could buy in 2000 (adjusted for
overall inflation).[154] And although some medical treatments, like cancer
immunotherapies, got qualitatively better in that time, most health-care
expenditures, such as hospital stays and X-rays, remained roughly the same.
Thus, people who spend a lot of their money on computers, like students
and young people, got a lot of benefit from falling computing prices.
Meanwhile, those who spend a big part of their income on health care, like
the elderly and those with chronic illnesses, may have even been worse off
overall.

Therefore, we’ll need smart governmental policies to ease the transition
and ensure that prosperity is broadly shared. Although it will be
technologically and economically possible for everyone to enjoy a standard
of living that is high by today’s measures, whether we actually provide this
support to everyone who needs it will be a political decision. By analogy,
although there are occasional famines around the world today, they are not a
result of insufficient food production, or because the secret to good
agriculture is being kept in a few elite hands. Rather, famines usually
happen because of bad governance or civil war. Under these conditions it is
much harder for people to compensate for local droughts and other natural
disasters, and more challenging for international assistance to be effective.
[155] In a similar way, if we are not careful as a society, toxic politics could
interfere with rising living standards.

As COVID-19 showed, this is an especially urgent concern in medicine.
Although innovation will unlock transformative capabilities to deliver
affordable and effective treatments, this does not guarantee outcomes as if



by magic. We will need an engaged public and sensible governance to
manage a safe, fair, and orderly transition to more advanced health care.
One could imagine, for example, a future where lifesaving technologies are
widely distrusted. Just as misinformation and conspiracy theories about
vaccines thrive online today, people might spread similar rumors about
decision support AI, gene therapy, or medical nanotechnology in the
coming decades. Given valid concerns about cybersecurity, it’s not hard to
see how exaggerated fears of secret genetic manipulation or government-
controlled nanobots could cause people in 2030 or 2050 to reject crucial
treatments. Public understanding of these issues is our best defense against
those dynamics costing human lives needlessly.

If we can get these political challenges right, human life will be utterly
transformed. Historically we’ve had to compete to meet the physical needs
of life. But as we enter an era of abundance, and the availability of material
necessities eventually becomes universal—while many traditional jobs go
away—our main struggle will be for purpose and meaning. In effect, we are
moving up Maslow’s hierarchy of needs.[156] This is already evident in the
generation now deciding on careers. I mentor and speak to young people
from ages eight to twenty, and their focus is usually on forging a path that is
meaningful, whether pursuing creative expression through the arts or
helping to overcome the grand challenges—social, psychological, and
otherwise—that humanity has struggled with for millennia.

And so, considering the role of jobs in our lives forces us to reconsider
our broader search for meaning. People often say that it is death and the
brevity of our existence that gives meaning to life. But my view, rather, is
that this perspective is an attempt to rationalize the tragedy of death as a
good thing. The reality is that the death of a loved one literally robs us of
part of ourselves. The neocortical modules that were wired to interact with
and enjoy the company of that person now generate loss, emptiness, and
pain. Death takes from us all the things that in my view give life meaning—
skills, experiences, memories, and relationships. It prevents us from
enjoying more of the transcendent moments that define us—producing and
appreciating creative works, expressing a loving sentiment, sharing humor.



All of these abilities will be greatly enhanced as we extend our
neocortex into the cloud. Imagine trying to explain music, literature, a
YouTube video, or a joke to primates that missed out on the neocortical
expansion that the large foreheads of hominids made possible two million
years ago. This analogy helps us to at least glimpse how, when we digitally
augment our neocortex starting sometime in the 2030s, we will be able to
create meaningful expressions that we cannot imagine or understand today.

But a key issue remains: What happens between now and then? In a
personal dialogue I had with Daniel Kahneman, he concurred with my view
that information technology has been growing and will continue to grow
exponentially in price-performance and capacity and that this will
ultimately encompass physical products such as clothing and food. He also
agreed that we are headed toward an era of abundance that will meet our
physical needs and that the primary struggle will then be to satisfy higher
levels of Maslow’s hierarchy. However, he envisioned a protracted period
of conflict, and even violence, between now and then. He pointed out that
there will invariably be winners and losers as automation continues its
impact. A driver losing his job is not going to be satisfied by the promise of
humanity moving up the hierarchy of life, because he as an individual may
not, in fact, be able to make that transition.

One of the great challenges of adapting to technological changes is that
they tend to bring diffuse benefits to a large population, but concentrated
harms to a small group. For example, autonomous vehicles will bring
massive benefits to society—from saved lives to lower pollution, eased
congestion, more free time, and lower transportation costs. All of the United
States’ population—projected to be almost 400 million by 2050—will share
to varying degrees in these improvements.[157] Depending on which
assumptions are used, estimates of the total potential benefits are valued at
between $642 billion and $7 trillion per year.[158] Suffice it to say, it’s an
enormous number. Yet the benefits to any single person are unlikely to
totally transform their life. And even though we know statistically that tens
of thousands of lives will be spared annually, there’ll be no way to identify
which individual people avoid death each year.[159]



By contrast, the harms from autonomous vehicles will be mainly
confined to the several million people who work as drivers and will lose
their livelihoods. These people will be specifically identifiable, and the
disruption to their lives may be quite serious. When someone is in this
position, it’s not enough to know that the overall benefits to society
outweigh their individual suffering. They’ll need policies in place that help
reduce their economic pain and ease their transition to something else that
provides meaning, dignity, and economic security.

One phenomenon that supports Kahneman’s concern is that popular
fears are typically far worse than the reality, as I discussed previously.
Losing your job when you already feel like everything in society is getting
worse is a good formula for alienation. Kahneman and I agree that a lot of
the polarization we see in politics today is the product of automation, both
actual and anticipated, rather than coming from traditional political issues
such as immigration.[160] If you have a high level of anxiety about your own
economic stability, you’ll probably be hostile toward anything that appears
as if it might compound your problems.

Yet history shows that society is better at adapting to even dramatic
changes than we expect. We have replaced most of the economy’s jobs
repeatedly over the past two centuries and have done so without causing
much long-term social dislocation, let alone violent revolutions. Mass
communication and law enforcement have been effective in preventing or
quickly suppressing violence, as the Luddites were suppressed two
centuries ago. Yes, individuals can become violent for a variety of reasons,
including mental illness. Given American gun culture, there are too many
cases where this turns deadly.

However, headline-grabbing tragedies do not change the fact that overall
violence has been declining dramatically over the centuries.[161] As
discussed in the previous chapter, although violence in different countries
may fluctuate from year to year and decade to decade, the long-term trend
around the developed world is a dramatic and sustained reduction. As my
friend Steven Pinker argued in his 2011 book The Better Angels of Our
Nature: Why Violence Has Declined, this decline is the result of deep



civilizational trends—factors like states based on the rule of law, growing
literacy, and economic development.[162] All of these, it’s worth noting, are
strengthened by the exponential progress of information technologies. So
we have solid reason for optimism about the future.

We should recall that new and innovative opportunities accompany the
negative effects of job loss through automation, and that is not going to
change. Further, the social safety net is substantial and growing, and as I
pointed out, is not much dependent on the political climate. It has deep
support that transcends the apparent swings of public opinion. These
programs are an expression of our natural compassion for fellow citizens,
but they are also a political response intended to ameliorate societal
disruptions from technological change.

But the social safety net doesn’t replace the sense of purpose jobs give,
and as Kahneman argued, there are going to be many losers in the labor
market. While it’s true that the United States has managed several rounds of
automation without severe social dislocation, the difference this time will
be the breadth, depth, and rapidity of the change. Kahneman believes that
people need time to adapt to change and to take advantage of new
opportunities, and many will be unable to rapidly retrain for new types of
employment or alternative personal business models.

I think Kahneman is right in some respects, but we should keep in mind
that there are many areas of technological change where losers don’t exist,
or at least do not make themselves known. Take, for example, a new cure
for a disease. Companies and individuals who profited from treating that
disease lose a long-term stream of income. But the benefit to society is so
great that the cure is almost universally celebrated—even by most of the
people who treated that disease. They know firsthand the suffering that is
being alleviated, and they don’t dwell on lost business. At any rate, society
recognizes that it is better to find ways of softening the economic blow for
these people than to block cures for the sake of jobs and profits.

Throughout the entire two-hundred-year history of automation, many
have imagined that jobs disappear from an otherwise unchanged world.
This phenomenon applies to all aspects of anticipating the future—people



envision one change as if nothing else will be different. The reality is that
many positive changes attend each type of job loss, and these positive
changes will come as quickly as the disruptive ones.

People actually adapt very quickly to change, especially change for the
better. In the late 1980s, when the internet was still mainly limited to
universities and governments, I predicted that a vast worldwide network for
communication and information sharing would eventually be available to
everyone, even schoolchildren, by the late 1990s.[163] I also predicted the
advent of mobile devices that people would use to harness this network by
the early twenty-first century.[164] Such predictions seemed daunting and
disruptive (not to mention unlikely) when I made them, but they actually
came true, and those technologies were very rapidly adopted and accepted.
As just one example, the entire app economy barely existed a decade and a
half ago, yet it is now so deeply established that people can hardly
remember when it wasn’t around.

And the effects aren’t just economic. Stanford research found that an
estimated 39 percent of American heterosexual couples in 2017 had met
online—many of those through mobile apps like Tinder and Hinge.[165]

That means that many of the children now in elementary school exist only
because of a technology that’s just a few years older than they are. When
you take a step back to look at these changes in perspective, the speed with
which apps have affected society is truly amazing.

People also frequently envision unenhanced humans struggling to
compete with machines, but this is a misconception. Imagining a world
where humans are largely in competition with AI-powered machines is the
wrong way of thinking about the future. To illustrate this, imagine a time
traveler with a 2024 smartphone going back to 1924.[166] This person’s
intelligence would seem truly superhuman to the people of Calvin
Coolidge’s day. They could do advanced math effortlessly, translate any
major language passably well, play chess better than any grandmaster, and
command a whole Wikipedia’s worth of facts. To the people of 1924, it
would seem obvious that the time traveler’s capabilities were radically
enhanced by the phone. But to us in the 2020s it’s easy to lose this



perspective. We don’t feel augmented. In a similar way, we will harness the
advances of 2030 and 2040 to seamlessly augment our own capabilities—
and this will feel even more natural as our brains interface directly with
computers. When it comes to tackling the cognitive challenges of our
abundant future, in most respects we won’t be competing with AI any more
than we currently compete with our smartphones.[167] Indeed, this
symbiosis is nothing new: it has been the purpose of technology since stone
tools to extend our reach physically and intellectually.

All of that being said, I do think the specter of troublesome social
dislocation—including violence—during this transition is a possibility that
we should anticipate and work to mitigate. But my expectation is that a
violent transition is unlikely, given the powerful long-term trends I’ve
discussed that will promote stability.

The most important reason for optimism about the coming social
transitions is that growing material abundance will lower the incentives for
violence. When people don’t have the necessities of life, or when crime is
already high, citizens can feel that they have nothing to lose by violence.
But the same technologies that will cause these social disruptions will also
be making food, housing, transportation, and health care much cheaper. And
crime will likely keep falling through a combination of better education,
smarter policing, and a reduction in environmental toxins like lead that
damage people’s brains. When people feel that they have long, safe lives
ahead of them, they have stronger incentives to work out their differences
through politics instead of risking everything by resorting to force.

Kahneman and I postulated that our differing outlooks on the nature of
the coming transition are probably influenced by our contrasting
childhoods. He spent his formative years fleeing the Nazis with his family
in France. I was born after World War II in the relative safety of New York
City, although I was nonetheless influenced by the Holocaust as a member
of the “generation after.” Thus, Kahneman experienced firsthand the
extraordinary conflict, uprooting, and hatred that arose, arguably, from the
deprivation of post–First World War Europe, especially in Germany.



Nonetheless, orchestrating a continued constructive transition will
require enlightened political strategies and policy decisions. Because policy
and social organization will remain critical factors, there will continue to be
an important role for politicians and civic leaders. Yet the opportunity
inherent in this technological progress is immense. It is nothing less than
overcoming the age-old afflictions of humanity.
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CHAPTER 6

THE NEXT THIRTY YEARS IN HEALTH

AND WELL-BEING

THE 2020S: COMBINING AI WITH BIOTECHNOLOGY

When you take your car to the shop to get it fixed, the mechanic has a full
understanding of its parts and how they work together. Automotive
engineering is effectively an exact science. Thus, well-maintained cars can
last almost indefinitely, and even the worst wrecks are technically possible
to repair. The same is not true of the human body. Despite all the marvelous
advances of scientific medicine over the past two hundred years, medicine
is not yet an exact science. Doctors still do many things that are known to
work without fully understanding how they work. Much of medicine is built
on messy approximations that are usually mostly right for most patients but
probably aren’t totally right for you.

Turning medicine into an exact science will require transforming it into
an information technology—allowing it to benefit from the exponential
progress of information technologies. This profound paradigm shift is now
well underway, and it involves combining biotechnology with AI and digital
simulations. We are already seeing immediate benefits, as I’ll describe in
this chapter—from drug discovery to disease surveillance and robotic
surgery. For example, in 2023 the first drug designed end-to-end by AI
entered phase II clinical trials to treat a rare lung disease.[1] But the most
fundamental benefit of AI–biotech convergence is even more significant.



When medicine relied solely on painstaking laboratory experimentation
and human doctors passing their expertise down to the next generation,
innovation made plodding, linear progress. But AI can learn from more data
than a human doctor ever could and can amass experience from billions of
procedures instead of the thousands a human doctor can perform in a career.
And since artificial intelligence benefits from exponential improvements to
its underlying hardware, as AI plays an ever greater role in medicine, health
care will reap the exponential benefits as well. With these tools we’ve
already begun finding answers to biochemical problems by digitally
searching through every possible option and identifying solutions in hours
rather than years.[2]

Perhaps the most important class of problems at present is designing
treatments for emerging viral threats. This challenge is like finding which
key will open a given virus’s chemical lock—from a pile of keys that could
fill a swimming pool. A human researcher using her own knowledge and
cognitive skills might be able to identify a few dozen molecules with
potential to treat the disease, but the actual number of possibly relevant
molecules is generally in the trillions.[3] When these are sifted through,
most will obviously be inappropriate and won’t warrant full simulation, but
billions of possibilities may warrant a more robust computational
examination. At the other extreme, the space of physically possible
potential drug molecules has been estimated to contain some one million
billion billion billion billion billion billion possibilities![4] However one
frames the exact number, AI now lets scientists sort through that gigantic
pile to focus on those keys most likely to fit for a given virus.

Think of the advantages of this kind of exhaustive search. In our current
paradigm, once we have a potentially feasible disease-fighting agent, we
can organize a few dozen or a few hundred human subjects and then test
them in clinical trials over the course of months or years at a cost of tens or
hundreds of millions of dollars. Very often this first option is not an ideal
treatment: it requires exploration of alternatives, which will also take a few
years to test. Not much further progress can be made until those results are
available. The US regulatory process involves three main phases of clinical



trials, and according to a recent MIT study, only 13.8 percent of candidate
drugs make it all the way through to FDA approval.[5] The ultimate result is
a process that typically takes a decade to bring a new drug to market, at an
average cost estimated between $1.3 billion and $2.6 billion.[6]

In just the past few years, the pace of AI-assisted breakthroughs has
increased noticeably. In 2019 researchers at Flinders University, in
Australia, created a “turbocharged” flu vaccine by using a biology simulator
to discover substances that activate the human immune system.[7] It
digitally generated trillions of chemicals, and the researchers, seeking the
ideal formulation, used another simulator to determine whether each of
them would be useful as an immune-boosting drug against the virus.[8]

In 2020 a team at MIT used AI to develop a powerful antibiotic that kills
some of the most dangerous drug-resistant bacteria in existence. Rather than
evaluate just a few types of antibiotics, it analyzed 107 million of them in a
matter of hours and returned twenty-three potential candidates, highlighting
two that appear to be the most effective.[9] According to University of
Pittsburgh drug design researcher Jacob Durrant, “The work really is
remarkable. This approach highlights the power of computer-aided drug
discovery. It would be impossible to physically test over 100 million
compounds for antibiotic activity.”[10] The MIT researchers have since
started applying this method to design effective new antibiotics from
scratch.

But by far the most important application of AI to medicine in 2020 was
the key role it played in designing safe and effective COVID-19 vaccines in
record time. On January 11, 2020, Chinese authorities released the virus’s
genetic sequence.[11] Moderna scientists got to work with powerful
machine-learning tools that analyzed what vaccine would work best against
it, and just two days later they had created the sequence for its mRNA
vaccine.[12] On February 7 the first clinical batch was produced. After
preliminary testing, it was sent to the National Institutes of Health on
February 24. And on March 16—just sixty-three days after sequence
selection—the first dose went into a trial participant’s arm. Before the



pandemic, vaccines typically took five to ten years to develop. Achieving
this breakthrough so quickly surely saved millions of lives.

But the war isn’t over. In 2021, with COVID-19 variants looming,
researchers at USC developed an innovative AI tool to speed adaptive
development of vaccines that may be needed as the virus continues to
mutate.[13] Thanks to simulation, candidate vaccines can be designed in less
than a minute and digitally validated within one hour. By the time you read
this, even more advanced methods will likely be available.

All the applications I’ve described are instances of a much more
fundamental challenge in biology: predicting how proteins fold. The DNA
instructions in our genome produce sequences of amino acids, which fold
up into a protein whose three-dimensional features largely control how the
protein actually works. Our bodies are mostly made of proteins, so
understanding the relationship between their composition and function is
key to developing new medicines and curing disease. Unfortunately,
humans have had a fairly low accuracy rate at predicting protein folding, as
the complexity involved defies any single easy-to-conceptualize rule. Thus,
discoveries still depend on luck and laborious effort, and optimal solutions
may remain undiscovered. This has long been one of the main obstacles to
achieving new pharmaceutical breakthroughs.[14]

This is where the pattern recognition capabilities of AI offer a profound
advantage. In 2018 Alphabet’s DeepMind created a program called
AlphaFold, which competed against the leading protein-folding predictors,
including both human scientists and earlier software-driven approaches.[15]

DeepMind did not use the usual method of drawing on a catalog of protein
shapes to be used as models. Like AlphaGo Zero, it dispensed with
established human knowledge. AlphaFold placed a prominent first out of
ninety-eight competing programs, having accurately predicted twenty-five
out of forty-three proteins, whereas the second-place competitor got only
three out of forty-three.[16]

Yet the AI predictions still weren’t as accurate as lab experiments, so
DeepMind went back to the drawing board and incorporated transformers—
the deep-learning technique that powers GPT-3. In 2021 DeepMind publicly



released AlphaFold 2, which achieved a truly stunning breakthrough.[17]

The AI is now able to achieve nearly experimental-level accuracy for
almost any protein it is given. This suddenly expands the number of protein
structures available to biologists from over 180,000[18] to hundreds of
millions, and it will soon reach the billions.[19] This will greatly accelerate
the pace of biomedical discoveries.

At present, AI drug discovery is a human-guided process—scientists
have to identify the problem they are trying to solve, formulate the problem
in chemical terms, and set the parameters of the simulation. Over the
coming decades, though, AI will gain the capacity to search more creatively.
For example, it might identify a problem that human clinicians hadn’t even
noticed (e.g., that a particular subset of people with a certain disease don’t
respond well to standard treatments) and propose complex and novel
therapies.

Meanwhile, AI will scale up to modeling ever larger systems in
simulation—from proteins to protein complexes, organelles, cells, tissues,
and whole organs. Doing so will enable us to cure diseases whose
complexity puts them out of the reach of today’s medicine. For example,
the past decade has seen the introduction of many promising cancer
treatments, including immunotherapies like CAR-T, BiTEs, and immune
checkpoint inhibitors.[20] These have saved thousands of lives, but they
frequently still fail because cancers learn to resist them. Often this involves
tumors altering their local environment in ways we can’t fully understand
with current techniques.[21] When AI can robustly simulate the tumor and
its microenvironment, though, we’ll be able to tailor therapies to overcome
this resistance.

Likewise, such neurodegenerative diseases as Alzheimer’s and
Parkinson’s involve subtle, complex processes that cause misfolded proteins
to build up in the brain and inflict harm.[22] Because it’s impossible to study
these effects thoroughly in a living brain, research has been extremely slow
and difficult. With AI simulations we’ll be able to understand their root
causes and treat patients effectively long before they become debilitated.
Those same brain-simulation tools will also let us achieve breakthroughs



for mental health disorders, which are expected to affect more than half the
US population at some point in their lives.[23] So far doctors have relied on
blunt-approach psychiatric drugs like SSRIs and SNRIs, which temporarily
adjust chemical imbalances but often have modest benefits, don’t work at
all for some patients, and carry long lists of side effects.[24] Once AI gives
us a full functional understanding of the human brain—the most complex
structure in the known universe!—we’ll be able to target many mental
health problems at their source.

In addition to the promise of AI for discovering new therapies, we are
also moving toward a revolution in the trials we use to validate them. The
FDA is now incorporating simulation results in its regulatory approval
process.[25] In the coming years this will be especially important in cases
similar to the COVID-19 pandemic—where a new viral threat emerges
suddenly and millions of lives can be saved through accelerated vaccine
development.[26]

But suppose we could digitize the trials process altogether—using AI to
assess how a drug would work for tens of thousands of (simulated) patients
for a (simulated) period of years, and do all of this in a matter of hours or
days. This would enable much richer, faster, and more accurate trial results
than the relatively slow, underpowered human trials we use today. A major
drawback of human trials is that (depending on the type of drug and the
stage of the trial) they involve only about a dozen to a few thousand
subjects.[27] This means that in any given group of subjects, few of them—
if any—are statistically likely to react to the drug in exactly the way your
body would. Many factors can affect how well a pharmaceutical works for
you, such as genetics, diet, lifestyle, hormone balance, microbiome, disease
subtype, other drugs you’re taking, and other diseases you may have. If no
one in the clinical trials matches you along all those dimensions, it might be
the case that even though a drug is good for the average person, it’s bad for
you.

Today a trial might result in an average 15 percent improvement in a
certain condition for 3,000 people. But simulated trials could reveal hidden
details. For example, a certain subset of 250 people from that group (e.g.,



those with a certain gene) will actually be harmed by the drug, experiencing
50 percent worse conditions, while a different subset of 500 (e.g., those who
also have kidney disease) will see a 70 percent improvement. Simulations
will be able to find numerous such correlations, yielding highly specific
risk-benefit profiles for each individual patient.

The introduction of this technology will be gradual because the
computational demands of biological simulations will vary among
applications. Drugs consisting mainly of a single molecule are at the easier
end of the spectrum and will be first to be simulated. Meanwhile,
techniques like CRISPR and therapies intended to affect gene expression
involve extremely complex interactions between many kinds of biological
molecules and structures and will accordingly take longer to simulate
satisfactorily in silico. To replace human trials as the primary testing
method, AI simulations will need to model not just the direct action of a
given therapeutic agent, but how it fits into a whole body’s complex
systems over an extended period.

It is unclear how much detail will ultimately be required for such
simulations. For example, it seems unlikely that skin cells on your thumb
are relevant for testing a liver cancer drug. But to validate these tools as
safe, we’ll likely need to digitize the entire human body at essentially
molecular resolution. Only then will researchers be able to robustly
determine which factors can be confidently abstracted away for a given
application. This is a long-term goal, but it is one of the most profoundly
important lifesaving objectives for AI—and we will be making meaningful
progress on it by the end of the 2020s.

There will likely be substantial resistance in the medical community to
increasing reliance on simulations for drug trials—for a variety of reasons.
It is very sensible to be cautious about the risks. Doctors won’t want to
change approval protocols in a way that could endanger patients, so
simulations will need a very solid track record of performing as well as or
better than current trial methods. But another factor is liability. Nobody will
want to be the person who approved a new and promising treatment on the
chance that it turns out to be a disaster. Thus, regulators will need to



anticipate these emerging approaches and be proactive to make sure that the
incentives are balanced between appropriate caution and lifesaving
innovation.

Even before we have robust biosimulation, though, AI is already making
an impact in genetic biology. The 98 percent of genes that do not code for
proteins were once dismissed as “junk” DNA.[28] We now know that they
are critical to gene expression (which genes are actively used and to what
extent), but it is very hard to determine these relationships from the
noncoding DNA itself. Yet because it can detect very subtle patterns, AI is
starting to break this logjam, as it did with the 2019 discovery by New York
scientists of links between noncoding DNA and autism.[29] Olga
Troyanskaya, the project’s lead researcher, said that it is “the first clear
demonstration of non-inherited, noncoding mutations causing any complex
human disease or disorder.”[30]

In the wake of the COVID-19 pandemic, there is also new urgency to
the challenge of monitoring infectious diseases. In the past, epidemiologists
had to choose from among several imperfect types of data when trying to
predict viral outbreaks across the United States. A new AI system called
ARGONet integrates disparate kinds of data in real time and weights them
based on their predictive power.[31] ARGONet combines electronic medical
records, historical data, live Google searches by worried members of the
public, and spatial-temporal patterns of how flu spreads from place to place.
[32] Lead researcher Mauricio Santillana of Harvard explained, “The system
continuously evaluates the predictive power of each independent method,
and recalibrates how this information should be used to produce improved
flu estimates.”[33] Indeed, 2019 research showed that ARGONet
outperformed all previous approaches. It bested Google Flu Trends in 75
percent of states studied and was able to predict statewide flu activity a
week ahead of the CDC’s normal methods.[34] More new AI-driven
approaches are now being developed to help stop the next major outbreak.

In addition to scientific applications, AI is gaining the ability to surpass
human doctors in clinical medicine. In a 2018 speech I predicted that within
a year or two a neural net would be able to analyze radiology images as



well as human doctors do. Just two weeks later, Stanford researchers
announced CheXNet, which used 100,000 X-ray images to train a 121-layer
convolutional neural network to diagnose fourteen different diseases. It
outperformed the human doctors to whom it was compared, providing
preliminary but encouraging evidence of huge diagnostic potential.[35]

Other neural networks have shown similar capabilities. A 2019 study
showed that a neural net analyzing natural-language clinical metrics was
able to diagnose pediatric diseases better than eight junior physicians
exposed to the same data—and outperformed all twenty human doctors in
some areas.[36] In 2021 a Johns Hopkins team developed an AI system
called DELFI that is able to recognize subtle patterns of DNA fragments in
a person’s blood to detect 94 percent of lung cancers via a simple lab test—
something even expert humans cannot do alone.[37]

Such clinical tools are rapidly making the jump from proof of concept to
large-scale deployment. In July 2022, Nature Medicine published results of
a massive study of more than 590,000 hospital patients who were monitored
with an AI-powered system called the Targeted Real-Time Early Warning
System (TREWS) to detect sepsis—a life-threatening infection response
that kills around 270,000 Americans a year.[38] TREWS gave doctors early
warning to begin treatment, lowering sepsis deaths among patients by 18.7
percent—indicating the potential to save tens of thousands of lives annually
as adoption widens. Increasingly, such models will incorporate richer forms
of information like data from our wearable fitness trackers and will be able
to suggest treatment before someone even knows they’re sick.

As the 2020s progress, AI-powered tools will reach superhuman
performance levels at virtually all diagnostic tasks.[39] Interpreting medical
imaging is a task that allows neural networks to use their natural strengths
most powerfully. Clinically significant information can be buried in images
too subtly for a human to visually detect, yet can be obvious to an AI
system. And unlike other forms of diagnosis, which require integrating
many disparate and qualitative kinds of information, the pixel patterns in
images are totally reducible to quantifiable data—AI’s strong suit. This is
why medical imaging is one of the first fields to see AI reach such



remarkable levels of performance. For the same reason, it will be relatively
easy to generalize systems like CheXNet and its cousin CheXpert to other
kinds of medical image analysis. Ultimately AI will likely be able to unlock
vast untapped potential in medical images—perhaps identifying risk factors
hidden in apparently healthy organs, which might allow lifesaving
preventive measures long before a problem causes damage.

Surgeries will also benefit from this revolution, as both the amount of
quality data about surgeries and available computational resources are
rapidly growing.[40] For years robots have been used to assist human
doctors, but they are now demonstrating an ability to perform without
human participation. In the United States in 2016, the Smart Tissue
Autonomous Robot (STAR) achieved better outcomes than human surgeons
at an intestinal stitching task in animal testing.[41] In 2017, a Chinese robot
completed a full dental implant surgery on its own, a very high-precision
procedure.[42] Then, in 2020, Neuralink debuted a surgical robot that
automates much of the process of implanting a brain–computer interface,
and the company is working toward full autonomy.[43]

The average human surgeon may perform several hundred surgeries per
year, amounting to, at most, a few tens of thousands over a full career. In
many cases, such as surgeons in specialties requiring longer and more
complex procedures, this number may be even smaller. By contrast, the AI
powering robotic surgeons will be able to learn from the experience of any
surgery that system performs, anywhere in the world. This will cover a
much wider range of clinical circumstances than any human could
encounter—potentially many millions of surgeries. In addition, the AI will
be able to perform billions of simulated surgeries, tinkering with unusual
variables that would be impossible or unethical to train on in a clinical
setting. For example, simulated surgeries could train robotic surgeons in
dealing with rare combinations of diseases, or in pushing the limits of
trauma medicine with complex injuries that most surgeons won’t see even
once in a career. This will make surgery much safer and more effective than
it is today.[44]



THE 2030S AND 2040S: DEVELOPING AND PERFECTING

NANOTECHNOLOGY

It is remarkable that biology has created a creature as elaborate as a human
being, one with both the intellectual dexterity and the physical coordination
(e.g., opposable thumbs) to enable technology. However, we are far from
optimal, especially with regard to thinking. As Hans Moravec argued back
in 1988, when contemplating the implications of technological progress, no
matter how much we fine-tune our DNA-based biology, our flesh-and-
blood systems will be at a disadvantage relative to our purpose-engineered
creations.[45] As writer Peter Weibel put it, Moravec understood that in this
regard humans can only be “second-class robots.”[46] This means that even
if we work at optimizing and perfecting what our biological brains are
capable of, they will be billions of times slower and far less capable of what
a fully engineered body will be able to achieve.

A combination of AI and the nanotechnology revolution will enable us
to redesign and rebuild—molecule by molecule—our bodies and brains and
the worlds with which we interact. Human neurons fire around two hundred
times per second at most (with one thousand as an absolute theoretical
maximum), and in reality most probably sustain averages of less than one
fire per second.[47] By contrast, transistors can now cycle over one trillion
times per second, and retail computer chips exceed five billion cycles per
second.[48] This disparity is so great because the cellular computing in our
brains uses a much slower, clunkier architecture than what precision
engineering makes possible in digital computing. And as nanotechnology
advances, the digital realm will be able to pull even further ahead.

Also, the size of the human brain limits its total processing power to, at
most, about 1014 operations per second, according to my estimate in The
Singularity Is Near—which is within an order of magnitude of Hans
Moravec’s estimate based on a different analysis.[49] The US supercomputer
Frontier can already top 1018 operations per second in an AI-relevant
performance benchmark.[50] Because computers can pack transistors more



densely and efficiently than the brain’s neurons, and because they can both
be physically larger than the brain and network together remotely, they will
leave unaugmented biological brains in the dust. The future is clear: minds
based only on the organic substrates of biological brains can’t hope to keep
up with minds augmented by nonbiological precision nanoengineering.

The first reference to nanotechnology was made by the physicist Richard
Feynman (1918–1988) in his seminal 1959 lecture “There’s Plenty of Room
at the Bottom,” in which he described the inevitability of creating machines
at the scale of individual atoms, as well as the profound implications of
doing so.[51] As Feynman said: “The principles of physics, as far as I can
see, do not speak against the possibility of maneuvering things atom by
atom…. It would be, in principle, possible…for a physicist to synthesize
any chemical substance that the chemist writes down…. How? Put the
atoms down where the chemist says, and so you make the substance.”[52]

Feynmann was optimistic: “The problems of chemistry and biology can be
greatly helped if our ability to see what we are doing, and to do things on an
atomic level, is ultimately developed—a development which I think cannot
be avoided.”

In order for nanotechnology to have an impact on large objects, it needs
to have a self-replication system. The idea of how to create a self-
replicating module was first formalized by legendary mathematician John
von Neumann (1903–1957) in a series of lectures during the late 1940s and
in a 1955 Scientific American article.[53] But the full range of his ideas was
not collected and widely published until 1966, almost a decade after his
death. Von Neumann’s approach was highly abstract and mathematical, and
focused mostly on the logical underpinnings rather than the detailed
physical practicalities of building self-replicating machines. In his concept,
a self-replicator includes a “universal computer” and a “universal
constructor.” The computer runs a program that controls the constructor,
and the constructor can copy both the whole self-replicator and the program
—so the copies can do likewise indefinitely.[54]

In the mid-1980s, engineer K. Eric Drexler founded the modern field of
nanotechnology, building upon this concept from von Neumann.[55] Drexler



designed an abstract machine that used atoms and molecular fragments
found in ordinary substances to provide the materials for his von Neumann–
style constructor, which would feature a computer able to direct the
placement of atoms.[56] Drexler’s “assembler” could essentially make
anything in the world, so long as its structure is atomically stable. It is this
flexibility and generalizability that distinguishes the molecular
mechanosynthesis approach Drexler pioneered from biology-based
approaches, which would assemble objects at nanoscales but be much more
limited in the designs and materials available.

Drexler outlined a very simple computer using molecular “interlocks”
rather than transistor gates. (These were conceptual; he hasn’t actually built
them yet.)[57] Each interlock would require only six cubic nanometers of
space and could switch its state in one ten-billionth of a second—allowing a
feasible computing speed around one billion operations per second.[58]

Many variations of this computer have been proposed, with increasing
refinement. In 2018 an all-mechanical computing system suitable for
nanoscale implementations was devised by Ralph Merkle and several
collaborators.[59] Their detailed design (again conceptual) provides for
about 1020 logic gates per liter and would operate at 100 MHz resulting in
up to 1028 computing operations per second per liter of computer volume
(though heat dissipation would require that this volume have high surface
area).[60] The amount of power expended by this design would be on the
order of one hundred watts.[61] Since there are around eight billion people
in the world, emulating the brain computation of all human beings together
would thus take fewer than 1024 operations per second (1014 per person
times 1010 people).[62]

As discussed in chapter 2, my 1014 estimate is for a simulation of every
neuron. Yet the brain employs massive parallelism. Because the wet
biological environment inside our skulls is (at least at the molecular level) a
very turbulent place, any single neuron may die or simply fail to fire at the
correct instant. If human cognition depended heavily on the performance of
any single neuron, it would be very unreliable. But when many neurons



work together in parallel, the “noise” gets canceled out and we’re able to
think just fine.

When building nonbiological computers, though, we can control the
internal environment much more precisely. The interior of a computer chip
is much more clean and stable than brain tissue, so all that parallelism won’t
be necessary. This will allow for more efficient computation, so it’s
plausible that a mind could be simulated with even fewer than 1014

operations per second. But because it remains unclear how much
parallelism brains have, I use this larger estimate to be conservative.
Theoretically, then, a perfectly efficient one-liter nanologic computer would
provide the equivalent of about 10,000 times 10 billion human beings (or
about 100 trillion human beings) in terms of brain capability. To be clear,
I’m not arguing that this is achievable in practice. The point is that
nanoscale engineering offers staggering amounts of headroom for future
progress. Even a tiny fraction of a percent of theoretical maximums would
be an utterly revolutionary new paradigm for computing—and allow
nanoscale machines to attain useful amounts of computing power.

In the context of self-replicating nanobots, this would enable the
massive coordination required to achieve macroscopic results. The control
system would be similar to the computer instruction architecture called
SIMD (single instruction, multiple data), meaning that a single
computational unit would read the program instructions and then transmit
them to the trillions of molecular-size assemblers (each with its own simple
computer) simultaneously.[63]

Using this “broadcast” architecture would also address a key safety
concern. If the self-replication process gets out of control, or in the event of
a bug or security breach, the source of the replication instructions could be
immediately shut down, preventing any further nanobot activity.[64] As will
be discussed further in chapter 7, the worst-case scenario for
nanotechnology would be so-called gray goo—self-replicating nanobots
that form an uncontrollable chain reaction.[65] In theory, this could consume
most of the biomass of the earth and turn it into more nanobots. But the
“broadcast” architecture advocated by Ralph Merkle is a strong defense



against this. If the instructions must all come from a central source, shutting
off the broadcast in an emergency would render the nanobots inactive and
physically unable to continue self-replicating.

The actual construction machine taking these instructions would be a
simple molecular robot with a single arm, similar to von Neumann’s
universal constructor, built on a tiny scale.[66] The feasibility of building
molecular-scale robot arms, gears, rotors, and motors has already been
demonstrated repeatedly.[67]

Physics does not allow a molecular-scale arm moving atoms around to
grasp and carry them the way a human hand would. This makes the future
of nanotechnology controversial. In 2001, American physicist and chemist
Richard Smalley began a public debate with Eric Drexler over whether
atomically precise manufacturing using “molecular assemblers” will ever
be possible.[68] Both Smalley and Drexler had made essential contributions
to the field of nanotechnology, but they differed in their approaches.
Drexler argued that “top-down” methods are the ultimate goal of nanotech,
allowing fabricator machines to build nanobots from scratch. Smalley
argued that the laws of physics make this an impossibility—that “bottom-
up” approaches of biology-style self-assembly are the only sensible goal.
Smalley’s objection was twofold: the “fat fingers problem,” in which the
manipulator arms necessary for moving a reaction’s atoms into place would
be too bulky to work effectively at the nanoscale, and the “sticky fingers
problem,” in which atoms being moved around would adhere to the
manipulator arms.

Drexler responded that techniques designed to use a single manipulator
arm wouldn’t confront the former problem, and biological machines like
enzymes and ribosomes already demonstrate that the latter is possible to
overcome. As the debate heated up in 2003, I offered my own comments,
mainly coming down on Drexler’s side of the argument.[69] Looking back
almost two decades later, I am pleased to say that recent advances in
nanotechnology are making the “top-down” view look more and more
plausible—even though it will be at least a decade before the field starts
maturing, likely aided by advances in AI. Scientists have already made



significant strides in precision control of atoms, and the 2020s will see
many more key breakthroughs.

Drexler’s design for a nanoscale constructor arm still appears to be the
most promising. Instead of an awkward and complex grasping claw, it
would have a single tip that uses a mechanical and electric function to pick
up an atom or small molecule and then release it at a different location.[70]

Drexler’s 1992 book Nanosystems provides a number of different
chemistries that could achieve this.[71] One approach is to move carbon
atoms around to build objects out of a nano-size diamond substance called
diamondoid.[72]

Diamondoids are tiny cages of carbon atoms (as few as ten), arranged as
the most basic types of diamond crystal—with hydrogen atoms bonded to
the outside of the cage. These may be able to form the building blocks of
extremely light, strong nanoengineered structures. When Drexler explored
the ideas of nanotechnology and diamondoid manufacturing in his 1986
book Engines of Creation and in Nanosystems, he inspired science fiction
author Neal Stephenson to write the Hugo Award–winning 1995 novel The
Diamond Age, imagining a future where diamond-based nanotechnology
defines civilization, much like bronze defined the Bronze Age and iron the
Iron Age.[73] More than a quarter century beyond the novel’s release,
diamondoid research has made huge advances, and scientists are beginning
to see practical applications in laboratory research. Over the next decade,
though, AI will allow detailed chemistry simulations that unlock much
faster progress.

Many proposed nanotech designs use this approach. We know from the
chemical vapor deposition process that artificial diamonds can be created
this way.[74] Not only is diamondoid extremely strong, but it can have
impurities precisely added via “doping” to alter physical properties like
thermal conductivity or to create electronic components like transistors.[75]

Research over the past decade has shown promising methods of engineering
both electronic and mechanical systems from various arrangements of
carbon atoms at the nanoscale.[76] This area of nanotech is now attracting
serious attention all over the world, but some of the most intriguing



proposals have come from Ralph Merkle and his co-authors.[77] As early as
1997 Merkle devised a “metabolism” for an assembler that could construct
hydrocarbons like diamondoids from a “feedstock solution” of butadiyne.
[78]

Since The Singularity Is Near was published in 2005, there have also
been exciting new breakthroughs in graphene (a one-atom-thick hexagonal
lattice of carbon), carbon nanotubes (essentially rolled tubes of graphene),
and carbon nanothreads (nearly one-dimensional strands of carbon
surrounded by hydrogen), all of which will see a huge variety of practical
applications over the next two decades.[79]

Many pathways to this type of mechanosynthesis and other
nanotechnologies are currently being pursued.[80] Among them are DNA
origami[81] and DNA nanorobotics,[82] bio-inspired molecular machines,[83]

molecular Lego,[84] single-atom qubits for quantum computing,[85] electron
beam–based atom placement,[86] hydrogen depassivation lithography,[87]

and scanning tunneling microscope–based manufacturing.[88] There are
several stealth projects within these spaces that are making steady progress,
and—considering that superhuman engineering AI will be available by the
end of the 2020s to solve remaining problems—we are on track for
nanotechnology concepts using atom-by-atom placement to be implemented
sometime in the 2030s.

In practice, this will entail information being imparted to “dumb” raw
materials through an exponential process. A central computer would
broadcast commands simultaneously to a small core of starting nanobots,
placed amid the feedstock of atoms or basic molecules they need. They
would be directed to self-replicate, iteratively creating a cascade of copies
of themselves, soon reaching into the trillions of assemblers. Then the
computer would give these molecular robots commands for how to build
the desired structures.

In the technology’s mature form, a molecular assembler might be a
tabletop-size unit capable of manufacturing virtually any physical product
for which it has the requisite atoms. This will require mastering one of the
great challenges of nanoscale manufacturing: generalizability. It is one thing



to design an assembler that can make one particular kind of substance (like
diamondoid), but it is another to design one capable of mastering very
diverse chemistries. Unlocking the latter capabilities will require extremely
advanced AI. Thus, we can expect to see relatively chemically homogenous
objects (like gemstones, furniture, or clothing) built by assemblers well
before those with widely varied chemical compositions and highly complex
microstructures (like a cooked meal, a bionic organ, or a computer more
powerful than all unenhanced human brains combined).

Once we have advanced nanomanufacturing, the incremental cost of
manufacturing any physical object (including molecular assemblers
themselves) would be only pennies per pound—essentially just the cost of
the atomic precursor materials.[89] Drexler’s 2013 estimates for the total
cost for a molecular manufacturing process fall around $2 per kilogram, no
matter what’s being made, whether diamonds or food.[90] And because
nanoengineered materials can be much stronger than steel or plastic, most
structures could be built from around a tenth the mass. Even when the raw
materials used in finished goods are expensive—for example, gold, copper,
and rare earth metals in electronics—it will often be possible in the future to
substitute components built with cheaper, more abundant elements like
carbon.

The true value of products, then, would lie in the information they
contain—in essence, all the innovation that has gone into them, from
creative ideas to lines of software code that control their manufacture. This
has already taken place for goods that can be digitized. Think of e-books.
When books were first invented, they had to be copied by hand, so labor
was a massive component of their value. With the advent of the printing
press, physical materials like paper, binding, and ink took on the dominant
share of the price. But with e-books, the costs of energy and computation to
copy, store, and transmit a book are effectively zero. What you’re paying
for is creative assembly of information into something worth reading (and
often some ancillary factors, like marketing). One way to see this difference
for yourself is by browsing Amazon for blank journals and then browsing
for hardcover novels with roughly similar bindings. If you look only at the



prices, you won’t be immediately and consistently able to tell which are
which. On the other hand, e-book novels are usually priced at several
dollars, while the idea of paying any money at all for a blank e-book is
laughable. This is what it means for a product’s value to be entirely
information.

The nanotech revolution will bring this transformative shift into the
physical world. In 2023 the value of physical products comes from many
sources, especially raw materials, manufacturing labor, factory machine
time, energy costs, and transportation. But convergent innovations will be
dramatically reducing most of those costs in the coming decades. Raw
materials will be cheaper to extract or synthesize with automation, robotics
will replace expensive human labor, high-priced factory machines will
themselves become cheaper, energy prices will fall due to better solar
photovoltaics and energy storage (and eventually fusion), and autonomous
electric vehicles will drive down transportation costs. As all these
components of value become less expensive, the proportional value of the
information contained in products will increase. Indeed, we are already
going in that direction, as the “information content” of most products is
rapidly increasing—and will ultimately get very close to 100 percent of
their value.

In many cases, this will make products cheap enough that they can be
free to consumers. Again, we can look to the digital economy to see how
this has already played out. As discussed in chapter 5, platforms like
Google and Facebook spend billions of dollars on their infrastructure, but
the average cost per search or per Like is so low that it makes more sense to
make them totally free for users—with other revenue sources like ads being
used to make money. In a similar way, it’s possible to imagine a future
where people watch political ads or share personal data in order to get free
nano-manufactured products. Governments might also offer such products
as incentives for volunteer service, continuing education, or maintaining
healthy habits.

This dramatic reduction of physical scarcity will finally allow us to
easily provide for the needs of everyone. Note that this is a prediction about



technological capabilities, but culture and politics will play a large role in
determining how rapidly the economy changes. It will be a challenge to
guarantee that these benefits are shared widely and fairly. That said, I am
optimistic. The idea that wealthy elites would simply hoard this new
abundance is grounded in a misunderstanding. When goods are truly
abundant, hoarding them is pointless. Nobody bottles up air for themselves,
because it’s easy to get and there’s enough for everyone. Similarly, when
other people use Wikipedia, it doesn’t make any of the information less
available to you. The next step is simply extending that kind of abundance
into the world of material goods.

While nanotechnology will allow the alleviation of many kinds of
physical scarcity, economic scarcity is also partly driven by culture—
especially when it comes to luxury goods. For example, to the naked eye,
artificial diamonds are already indistinguishable from natural diamonds, but
they sell for about 30 to 40 percent less.[91] This component of the price has
nothing to do with the ornamental beauty of the diamonds, but rather with
our cultural conventions that assign more value to diamonds that formed
naturally. Likewise, paintings by the old masters aren’t really any better at
sprucing up a living room than high-quality reproductions, but because
people value their status as originals, they may sell for roughly a million
times more.[92] So the nanotech manufacturing revolution won’t eliminate
all economic scarcity. Historic diamonds and Rembrandts will remain
scarce. But over the scale of generations, cultural values do change. Who’s
to say whether the people who are now children will choose different values
when they are adults? Or their own children?

APPLYING NANOTECHNOLOGY TO HEALTH AND

LONGEVITY

As I discussed in my life extension book Transcend,[93] we are now in the
later stages of the first generation of life extension, which involves applying



the current class of pharmaceutical and nutritional knowledge to
overcoming health challenges. This has been an evolving process that
constantly applies new ideas, and it is the basis for the regimen I’ve
followed for my own health in recent decades.

In the 2020s we are starting the second phase of life extension, which is
the merger of biotechnology with AI. This will involve developing and
testing breakthrough treatments in digital biology simulators. Early stages
of this have already begun, and with these techniques we will be able to
discover very powerful new therapies in days rather than years.

The 2030s will usher in the third phase of life extension, which will be
to use nanotechnology to overcome the limitations of our biological organs
altogether. As we enter this phase, we’ll greatly extend our lives, allowing
people to greatly transcend the normal human limit of 120 years.[94]

Only one person, Jeanne Calment—a Frenchwoman who survived to age
122—is documented to have lived longer than 120 years.[95] So why is this
such a hard limit to human longevity? One might guess that the reasons
people don’t make it past this age are statistical—that elderly people face a
certain risk of Alzheimer’s, stroke, heart attack, or cancer every year, and
that after enough years of being exposed to these risks, everyone eventually
dies of something. But that’s not what’s happening. Actuarial data shows
that from age 90 to age 110, a person’s chances of dying in the following
year increase by about 2 percentage points annually.[96] For example, an
American man at age 97 has about a 30 percent chance of dying before 98,
and if he makes it that far he will have a 32 percent chance of dying before
99. But from age 110 onward, the risk of death rises by about 3.5
percentage points a year.

Doctors have offered an explanation: At around age 110, the bodies of
the oldest people start breaking down in ways that are qualitatively different
from the aging of younger senior citizens.[97] Supercentenarian (110-plus)
aging is not simply a continuation or worsening of the same kinds of
statistical risks of late adulthood. While people at that age also have an
annual risk from ordinary diseases (although the worsening of these risks
may decelerate in the very old), they additionally face new challenges like



kidney failure and respiratory failure. These often seem to happen
spontaneously—not as a result of lifestyle factors or any disease onset. The
body apparently just starts breaking down.

Over the past decade, scientists and investors have started giving much
more serious attention to finding out why. One of the leading researchers in
this field is biogerontologist Aubrey de Grey, founder of the LEV
(Longevity Escape Velocity) foundation.[98] As de Grey explains, aging is
like the wear on the engine of an automobile—it is damage that
accumulates as a result of the system’s normal operation. In the human
body’s case, that damage largely comes from a combination of cellular
metabolism (using energy to stay alive) and cellular reproduction
(mechanisms for self-replication). Metabolism creates waste in and around
cells and damages structures through oxidation (much like the rusting of a
car!).

When we’re young, our bodies are able to remove this waste and repair
the damage efficiently. But as we get older, most of our cells reproduce over
and over, and errors accumulate. Eventually the damage starts piling up
faster than the body can fix it.

In a person in their seventies, eighties, or nineties, this damage will
likely cause one fatal problem a significant amount of time before it causes
several. So if science develops a drug to successfully treat an otherwise
fatal cancer in an eighty-year-old, that person might expect to live almost
another decade before something else kills him. But eventually everything
starts failing at once and it is no longer effective to treat the symptoms of
the damage caused by aging. Instead, longevity researchers argue, the only
solution is to cure aging itself. The SENS (Strategies for Engineered
Negligible Senescence) Research Foundation has proposed a detailed
research agenda for how to do this (even though it will certainly take
decades to fully accomplish).[99]

In short, we need the ability to repair damage from aging at the level of
individual cells and local tissues. There are a number of possibilities being
explored for how to achieve this, but I believe the most promising ultimate
solution is nanorobots capable of entering the body and carrying out this



repair directly. This wouldn’t make people immortal. We could still be
killed by accidents and mishaps, but the annual risk of death would no
longer increase as we got older—so many people could live well past 120 in
good health.

And we don’t need to wait until these technologies are fully mature in
order to benefit. If you can live long enough for anti-aging research to start
adding at least one year to your remaining life expectancy annually, that
will buy enough time for nanomedicine to cure any remaining facets of
aging. This is longevity escape velocity.[100] This is why there is sound
logic behind Aubrey de Grey’s sensational declaration that the first person
to live to 1,000 years has likely already been born. If the nanotechnology of
2050 solves enough issues of aging for 100-year-olds to start living to 150,
we’ll then have until 2100 to solve whatever new problems may crop up at
that age. With AI playing a key role in research by then, progress during
that time will be exponential. So even though these projections are
admittedly startling, and even sound absurd to our intuitive linear thinking
—we have solid reasons to see this as a likely future.

I’ve had many conversations over the years about life extension, and the
idea often meets resistance. People become upset when they hear of an
individual whose life has been cut short by a disease, yet when confronted
with the possibility of generally extending all human life, they react
negatively. “Life is too difficult to contemplate going on indefinitely” is a
common response. But people generally do not want to end their lives at
any point unless they are in enormous pain—physically, mentally, or
spiritually. And if they were to absorb the ongoing improvements of life in
all its dimensions, as elaborated on in chapter 4, most such afflictions would
be alleviated. That is, extending human life would also mean vastly
improving it.

To imagine how life extension improves quality of life, it’s helpful to
think back to a century ago. In 1924 life expectancy in the United States
averaged about 58.5 years, so babies born that year were statistically
expected to die in 1982.[101] But medicine saw so many improvements
during that interval that many of these individuals lived into the 2000s or



2010s. Thanks to this life extension, they got to enjoy retirements during an
age with cheap air travel, safer cars, cable television, and the internet. For
babies born in 2024, the technological advances during the years that get
added to their lives will be exponentially faster than those of the previous
century. In addition to these enormous material advantages, they will also
enjoy richer culture—all the art, music, literature, television, and video
games created by humanity during those extra years. Perhaps most
importantly, they will get to enjoy more time with family and friends,
loving and being loved. All this, in my view, is what gives life its greatest
meaning.

But how will nanotechnology actually make this possible? As I see it,
the long-term goal is medical nanorobots. These will be made from
diamondoid parts with onboard sensors, manipulators, computers,
communicators, and possibly power supplies.[102] It is intuitive to imagine
nanobots as tiny metal robotic submarines chugging through the
bloodstream, but physics at the nanoscale requires a substantially different
approach. At this scale, water is a powerful solvent, and oxidant molecules
are highly reactive, so strong materials like diamondoid will be needed.

And whereas macro-scale submarines can smoothly propel themselves
through liquids, for nanoscale objects, fluid dynamics are dominated by
sticky frictional forces.[103] Imagine trying to swim through peanut butter!
So nanobots will need to harness different principles of propulsion.
Likewise, nanobots probably won’t be able to store enough onboard energy
or computing power to accomplish all their tasks independently, so they
will need to be designed to draw energy from their surroundings and either
obey outside control signals or collaborate with one another to do
computation.

To maintain our bodies and otherwise counteract health problems, we
will all need a huge number of nanobots, each about the size of a cell. The
best available estimates say that the human body is made of several tens of
trillions of biological cells.[104] If we augment ourselves with just one
nanobot per one hundred cells, this would amount to several hundred billion
nanobots. It remains to be seen, though, what ratio is optimal. It might turn



out, for example, that advanced nanobots could be effective even at a cell-
to-nanobot ratio several orders of magnitude greater.

One of the main effects of aging is degrading organ performance, so a
key role of these nanobots will be to repair and augment them. Other than
expanding our neocortex, as discussed in chapter 2, this will mainly involve
helping our nonsensory organs to efficiently place substances into the blood
supply (or lymph system) or remove them.[105] For example, the lungs put
in oxygen and take out carbon dioxide.[106] The liver and kidneys take out
toxins.[107] The entire digestive tract puts nutrients into our blood supply.
[108] Various organs such as the pancreas produce hormones that control
metabolism.[109] Changes in hormone levels can result in diseases like
diabetes. (There are already devices[110] that can measure blood insulin
levels and transfer insulin into the bloodstream, much like a real pancreas.)
[111] By monitoring the supply of these vital substances, adjusting their
levels as needed, and maintaining organ structures, nanobots can keep a
person’s body in good health indefinitely. Ultimately, nanobots will be able
to replace biological organs altogether, if needed or desired.

But nanobots won’t be limited to preserving the body’s normal function.
They could also be used to adjust concentrations of various substances in
our blood to levels more optimal than what would normally occur in the
body. Hormones could be tweaked to give us more energy and focus, or
speed up the body’s natural healing and repair. If optimizing hormones
could make our sleep more efficient,[112] that would in effect be “backdoor
life extension.” If you just go from needing eight hours of sleep a night to
seven hours, that adds as much waking existence to the average life as five
more years of life span!

Eventually, using nanobots for body maintenance and optimization
should prevent major diseases from even arising. Of course, there will
likely be a period when nanobots are available but not everyone has used
them yet for this purpose. Thus, conditions like cancer will need to be
addressed once they have already been diagnosed.

Part of why cancer can be so hard to eliminate is because each cancer
cell has the ability to self-replicate, so every single cell has to be removed.



[113] Although the immune system is often able to control the very earliest
phases of cancerous cell division, once a tumor does get established, it can
develop resistance to the body’s immune cells. At that point, even if a
treatment destroys most of the cancer cells, the survivors can start growing
new tumors. A subpopulation known as cancer stem cells are especially
likely to be these dangerous survivors.[114]

Although cancer medicine has made amazing strides over the past
decade and will make even greater breakthroughs with the help of AI during
this decade, we’re still using relatively blunt tools to treat it. Chemotherapy
often fails to eradicate cancer entirely and causes serious collateral damage
to other, noncancerous cells all over the body.[115] Not only does this result
in brutal side effects for many cancer patients, but it weakens the immune
system and makes them more vulnerable to other health risks. Even
advanced immunotherapies and targeted drugs fall well short of complete
effectiveness and precision.[116] By contrast, medical nanobots will be able
to examine each individual cell and determine whether it is cancerous or
not, and then destroy all of the malignant ones. Recall the automobile
mechanic analogy from the beginning of this chapter. Once nanobots can
selectively repair or destroy individual cells, we will fully master our
biology, and medicine will become the exact science it has long aspired to
be.

Achieving this will also entail gaining complete control over our genes.
In our natural state, cells reproduce by copying the DNA in each nucleus.
[117] If there is a problem with the DNA sequence in a group of cells, there
is no way to address it without updating it in every individual cell.[118] This
is an advantage in unenhanced biological organisms, because random
mutations within individual cells are unlikely to cause fatal damage to the
whole body. If any mutation in any cell in our bodies were instantly copied
to every other cell, we wouldn’t be able to survive. But the decentralized
robustness of biology is a major challenge to a species (like ours) that can
edit the DNA of individual cells fairly well but has not yet mastered the
nanotechnology needed to edit DNA effectively throughout the whole body.



If instead each cell’s DNA code were controlled by a central server (as
many electronic systems are), then we could change the DNA code by
simply updating it once from that “central server.” To do this, we would
augment each cell’s nucleus with a nanoengineered counterpart—a system
that would receive the DNA code from the central server and then produce a
sequence of amino acids from this code.[119] I use “central server” here as a
shorthand for a more centralized broadcast architecture, but this probably
does not mean every nanobot getting direct instructions from literally one
computer. The physical challenges of nanoscale engineering might
ultimately dictate that a more localized broadcast system is preferable. But
even if there are hundreds or thousands of micro-scale (as opposed to
nanoscale) control units placed around our bodies (which would be large
enough for more complex communications with an overall control
computer), this would be orders of magnitude more centralization than the
status quo: independent functioning by tens of trillions of cells.

The other parts of the protein synthesis system, such as the ribosome,
could be augmented in the same fashion. In this way we could simply turn
off activity from malfunctioning DNA, whether it is responsible for cancer
or genetic disorders. The nanocomputer maintaining this process would also
implement the biological algorithms that govern epigenetics—how genes
are expressed and activated.[120] As of the early 2020s, we still have a lot to
learn about gene expression, but AI will allow us to simulate it in enough
detail by the time nanotechnology is mature that nanobots will be able to
precisely regulate it. With this technology we’ll also be able to prevent and
reverse the accumulation of DNA transcription errors, which are a major
cause of aging.[121]

Nanobots will also be useful for neutralizing urgent threats to the body
—destroying bacteria and viruses, halting autoimmune reactions, or drilling
through clogged arteries. In fact, recent research by Stanford and Michigan
State University has already created a nanoparticle that finds the monocytes
and macrophages that cause atherosclerotic plaque and eliminates those
cells.[122] Smart nanobots will be vastly more effective. At first such
treatments would be initiated by humans, but ultimately they will be carried



out autonomously; the nanobots will perform tasks on their own and report
their activities (via a controlling AI interface) to humans monitoring them.

As AI gains greater ability to understand human biology, it will be
possible to send nanobots to address problems at the cellular level long
before they would be detectable by today’s doctors. In many cases this will
allow prevention of conditions that remain unexplained in 2023. Today, for
example, about 25 percent of ischemic strokes are “cryptogenic”—they
have no detectable cause.[123] But we know they must happen for some
reason. Nanobots patrolling the bloodstream could detect small plaques or
structural defects at risk of creating stroke-causing clots, break up forming
clots, or raise the alarm if a stroke is silently unfolding.

Just as with hormone optimization, though, nanomaterials will allow us
to not just restore normal body function but augment it beyond what our
biology alone makes possible. Biological systems are limited in strength
and speed because they must be constructed from protein. Although these
proteins are three-dimensional, they have to be folded from a one-
dimensional string of amino acids.[124] Engineered nanomaterials won’t
have this limitation. Nanobots built from diamondoid gears and rotors
would be thousands of times faster and stronger than biological materials,
and designed from scratch to perform optimally.[125]

Thanks to these advantages, even our blood supply may be replaced by
nanobots. A design by founding Singularity University nanotechnology
cochair Robert A. Freitas called the respirocyte is an artificial red blood
cell.[126] According to Freitas’s calculations, someone with respirocytes in
his bloodstream could hold his breath for about four hours.[127] In addition
to artificial blood cells, we’ll eventually be able to engineer artificial lungs
to oxygenate them more efficiently than the respiratory system that biology
has given us. Ultimately, even hearts made from nanomaterials will make
people immune to heart attacks and make cardiac arrest due to trauma much
rarer.

Nanobots will also allow people to change their cosmetic appearance as
never before. It is already possible for people to freely customize their
avatars in digital environments like chat rooms and online role-playing



games. People often use this as an outlet for expressing creativity and
personality. In addition to personal appearance choices and fashion
statements, users may embody virtual characters that are of a different age,
gender, and even species from themselves. It remains to be seen how this
will carry over to real life when nanotechnology gives people the ability to
radically customize their physical bodies. Will it be just as common to make
radical cosmetic changes in reality as it currently is in games? Or will
psychological and cultural forces make people more conservative about
these choices?

Yet the most important role of nanotech in our bodies will be
augmenting the brain—which will eventually become more than 99.9
percent nonbiological. There are two distinct pathways by which this will
happen. One is the gradual introduction of nanobots to the brain tissue
itself. These may be used to repair damage or replace neurons that have
stopped working. The other is connecting the brain to computers, which
will both provide the ability to control machines directly with our thoughts
and allow us to integrate digital layers of neocortex in the cloud. As
described in more detail in chapter 2, this will go far beyond just better
memory or faster thinking.

A deeper virtual neocortex will give us the ability to think thoughts more
complex and abstract than we can currently comprehend. As a dimly
suggestive example, imagine being able to clearly and intuitively visualize
and reason about ten-dimensional shapes. That sort of facility will be
possible across many domains of cognition. For comparison, the cerebral
cortex (which is mainly made up of the neocortex) has an average of 16
billion neurons in a volume of roughly half a liter.[128] Ralph Merkle’s
design for a nanoscale mechanical computing system, described earlier in
this chapter, could theoretically pack more than 80 quintillion logic gates
into the same amount of space. And the speed advantage would be
enormous: the electrochemical switching speed of mammalian neuron firing
probably averages within an order of magnitude of once per second, as
compared with likely around 100 million to one billion cycles per second
for nanoengineered computation.[129] Even if only a minuscule fraction of



these values are achievable in practice, it is clear that such technology will
allow the digital parts of our brain (stored on nonbiological computing
substrates) to vastly outnumber and outperform the biological ones.

Recall my estimate that the computation inside the human brain (at the
level of neurons) is on the order of 1014 per second. As of 2023, $1,000 of
computing power could perform up to 130 trillion computations per second.
[130] Based on the 2000–2023 trend, by 2053 about $1,000 of computing
power (in 2023 dollars) will be enough to perform around 7 million times as
many computations per second as the unenhanced human brain.[131] If it
turns out, as I suspect, that only a fraction of the brain’s neurons are
necessary to digitize the conscious mind (e.g., if we don’t have to simulate
the actions of many cells that govern the body’s other organs), this point
could be reached several years sooner. And even if it turns out that
digitizing our conscious minds requires simulating every protein in every
neuron (which I think is unlikely), it might take a few more decades to
reach that level of affordability—but it’s still something that would happen
within the lifetimes of many people living today. In other words, because
this future depends on fundamental exponential trends, even if we greatly
change our assumptions about how easy it will be to affordably digitize
ourselves, that won’t dramatically change the date by which this milestone
will be reached.

In the 2040s and 2050s, we will rebuild our bodies and brains to go
vastly beyond what our biology is capable of, including their backup and
survival. As nanotechnology takes off, we will be able to produce an
optimized body at will: we’ll be able to run much faster and longer, swim
and breathe under the ocean like fish, and even give ourselves working
wings if we want them. We will think millions of times faster, but most
importantly, we will not be dependent on the survival of any of our bodies
for our selves to survive.
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CHAPTER 7

PERIL

“Environmentalists must now grapple squarely with the idea of a world that has
enough wealth and enough technological capability, and should not pursue more.”[1]

BILL MCKIBBEN, ENVIRONMENTALIST AND AUTHOR ON GLOBAL WARMING

“I just think that their flight from and hatred of technology is self-defeating. The
Buddha, the Godhead, resides quite as comfortably in the circuits of a digital computer
or the gears of a cycle transmission as he does at the top of a mountain or in the petals
of a flower. To think otherwise is to demean the Buddha—which is to demean
oneself.”[2]

ROBERT M. PIRSIG, ZEN AND THE ART OF MOTORCYCLE MAINTENANCE

PROMISE AND PERIL

So far this book has explored the many ways that the final years until the
Singularity will bring rapidly increasing human prosperity. But just as this
progress will improve billions of lives, it will also heighten peril for our
species. New, destabilizing nuclear weapons, breakthroughs in synthetic
biology, and emerging nanotechnologies will all introduce threats we must
deal with. And as AI itself reaches and surpasses human capabilities, it will
need to be carefully aligned with beneficial purposes and specifically
designed to avert accidents and thwart misuse. There is good reason to
believe that our civilization will overcome these perils—not because the
threats aren’t real, but precisely because the stakes are so high. Not only



does peril bring out the best of human ingenuity, but the same technological
fields that give rise to danger are also creating powerful new tools to protect
against it.

NUCLEAR WEAPONS

The very first time that humanity created a technology that could wipe out
civilization was at the birth of my generation. I remember how in primary
school we had to go under our desks for civil defense drills and hold our
arms behind our heads to protect ourselves from a thermonuclear blast. We
made it through intact, so this safety measure must have worked.

Humanity currently has roughly 12,700 nuclear warheads, around 9,440
of which are active and could be used in a nuclear war.[3] The United States
and Russia each maintain around 1,000 large warheads that could be
launched with less than a half hour’s notice.[4] A major nuclear exchange
could quickly kill several hundred million people from the weapons’ direct
effects.[5] But this does not include secondary effects that could kill billions.

Because the world’s human population is so spread out, even an all-out
nuclear exchange couldn’t kill everyone via the initial warhead explosions.
[6] But nuclear fallout could spread radioactive material over large areas of
the globe, and the fires from burning cities would throw gigantic amounts
of soot into the atmosphere, causing severe global cooling and mass
starvation. Combined with catastrophic disruption to technologies like
medicine and sanitation, this would extend the death toll greatly beyond the
initial casualties. Future nuclear arsenals might include warheads “salted”
with cobalt or other elements that could horribly worsen the lingering
radioactivity. In 2008, Anders Sandberg and Nick Bostrom surveyed experts
at the Global Catastrophic Risks Conference of Oxford University’s Future
of Humanity Institute. The experts’ median responses estimated a 30
percent chance of at least one million dead in nuclear wars before the year



2100, a 10 percent chance of at least one billion dead, and a 1 percent
chance of total extinction.[7]

As of 2023, there are five nations known to have a full “triad” of nuclear
weapons (intercontinental ballistic missiles, air-delivery bombs, and
submarine-launched ballistic missiles): the United States (5,244 warheads),
Russia (5,889), China (410), Pakistan (170), and India (164).[8] Three other
nations are known to have a more limited form of delivery system: France
(290), the United Kingdom (225), and North Korea (around 30). Israel has
not officially acknowledged having nuclear weapons, but is widely believed
to have a full triad of around 90 warheads.

The global community has negotiated a number of international
treaties[9] that have successfully reduced the total number of active
warheads to fewer than 9,500 from a peak of 64,449 in 1986,[10] halted
environmentally harmful aboveground testing,[11] and kept outer space
nuclear-free.[12] But the current number of active weapons is still sufficient
to end our civilization.[13] And even if the annual risk of nuclear war is low,
the cumulative risks over decades or a century become extremely serious.
As long as high-alert arsenals are maintained in their present form, it is
likely only a matter of time before these weapons are used somewhere in
the world, whether deliberately—by a government, terrorists, or rogue
military officers—or by accident.

Mutually assured destruction (MAD), the most well-known strategy for
reducing nuclear risk, was used by both the United States and the Soviet
Union for most of the Cold War.[14] It entails sending potential enemies a
credible message that, if they use nuclear weapons, they will be met with an
overwhelming retaliatory response in kind. This approach is based on game
theory. If a country realizes that using even one nuclear weapon will cause
its opponent to launch a full-scale retaliation, there is no incentive to use
those weapons because doing so would be suicidal. For MAD to work, each
side must have the ability to use its nukes against the other without being
stopped by defensive countermeasures.[15] The reason for this is that if one
nation can stop incoming nuclear warheads, it is no longer suicidal to use its
own offensively (though some theorists have proposed that the fallout



would still ruin the attacking country, leading to the acronym SAD—self-
assured destruction).[16]

Partly because of the risks of disrupting the stable MAD equilibrium, the
world’s militaries have put fairly limited effort into developing missile
defense systems, and as of 2023 no nation has defenses strong enough to be
able to confidently weather a large-scale nuclear attack. But in recent years,
new delivery technologies have started to upset the balance of power.
Russia is working to build underwater drones to carry nuclear weapons, as
well as nuclear-powered cruise missiles designed to loiter for an extended
period just outside a target country and strike from unpredictable angles.[17]

Russia, China, and the United States are all racing to develop hypersonic
vehicles capable of evasive maneuvers to thwart defenses as they deliver
their warheads.[18] Because these systems are so new, they increase the risk
of miscalculation if rival militaries draw different conclusions about their
potential effectiveness.

Even with such a compelling deterrent as MAD, the potential remains
for catastrophe resulting from miscalculation or misunderstanding.[19] We
have grown so accustomed to this situation, however, that it is barely
discussed.

Still, there is reason for measured optimism about the trajectory of
nuclear risk. MAD has been successful for more than seventy years, and
nuclear states’ arsenals continue to shrink. The risk of nuclear terrorism or a
dirty bomb remains a major concern, but advances in AI are leading to more
effective tools for detecting and countering such threats.[20] And while AI
cannot eliminate the risk of nuclear war, smarter command-and-control
systems can significantly reduce the risk of sensor malfunctions causing
inadvertent use of these terrible weapons.[21]



BIOTECHNOLOGY

We now have another technology that can threaten all of humanity.
Consider that there are many naturally occurring pathogens that can make
us sick but that most people survive. Conversely, there are a small number
that are more likely to cause death but that do not spread very easily.
Malevolent plagues like the Black Death arose from a combination of fast
spread and severe mortality—killing about one third of Europe’s
population[22] and reducing the world population from around 450 million
to about 350 million by the end of the fourteenth century.[23] Yet thanks in
part to variations in DNA, some people’s immune systems were better at
fighting the plague. One benefit of sexual reproduction is that each of us
has a different genetic makeup.[24]

But advances in genetic engineering[25] (which can edit viruses by
manipulating their genes) could allow the creation—either intentionally or
accidentally—of a supervirus that would have both extreme lethality and
high transmissibility. Perhaps it would even be a stealth infection that
people would catch and spread long before they realized they had
contracted it. No one would have preexisting immunity, and the result
would be a pandemic capable of ravaging the human population.[26] The
2019–2023 coronavirus pandemic offers us a pale glimpse of what such a
catastrophe could be like.

The specter of this possibility was the impetus for the original Asilomar
Conference on Recombinant DNA in 1975, fifteen years before the Human
Genome Project was initiated.[27] It drew up a set of standards to prevent
accidental problems and to guard against intentional ones. These “Asilomar
guidelines” have been continually updated, and some of their principles are
now baked into legal regulations governing the biotechnology industry.[28]

There have also been efforts to create a rapid response system to
counteract a suddenly emerging biological virus, whether released
accidentally or intentionally.[29] Before COVID-19, perhaps the most
notable effort to improve epidemic reaction times was the US government’s
June 2015 establishment of the Global Rapid Response Team at the Centers



for Disease Control. The GRRT, as it is known, was formed in response to
the 2014–2016 Ebola virus outbreak in West Africa. The team is able to
rapidly deploy anywhere in the world and provide high-level expertise to
assist local authorities in the identification, containment, and treatment of
threatening disease outbreaks.

As for deliberately released viruses, the overall federal bioterrorism
defense efforts of the United States are coordinated through the National
Interagency Confederation for Biological Research (NICBR). One of the
most important institutions in this work is the United States Army Medical
Research Institute of Infectious Diseases (USAMRIID). I have worked with
them (via the Army Science Board) to provide advice on developing better
capabilities to quickly respond in the event of such an outbreak.[30]

When such an outbreak occurs, millions of lives depend on how quickly
authorities can analyze the virus and form a strategy for containment and
treatment. Fortunately, the speed of virus sequencing is following a long-
term trend of acceleration. It took thirteen years after its discovery to
sequence full-length genome of HIV in 1996, and only thirty-one days to
sequence the SARS virus in 2003, and we can now sequence many
biological viruses in a single day.[31] A rapid response system would entail
capturing a new virus, sequencing it in about a day, and then quickly
designing medical countermeasures.

One strategy for treatment is to use RNA interference, which consists of
small pieces of RNA that can destroy the messenger RNA expressing a gene
(based on the observation that viruses are analogous to disease-causing
genes).[32] Another approach is an antigen-based vaccine that targets
distinctive protein structures on the surface of a virus.[33] As discussed in
the previous chapter, AI-augmented drug discovery can already enable
potential vaccines or therapies for a newly emerging viral outbreak to be
identified in a matter of days or weeks—hastening the start of the much
longer process of clinical trials. Later in the 2020s, though, we will have the
technology to accelerate an increasing proportion of the clinical trial
pipeline via simulated biology.



In May 2020 I wrote an article for Wired arguing that we should
leverage artificial intelligence in order to create vaccines—for example,
against the SARS-CoV-2 virus that causes COVID-19.[34] As it turned out,
that is exactly how successful vaccines like Moderna’s were created in
record time. The company used a wide range of advanced AI tools to design
and optimize mRNA sequences, as well as to speed up the manufacturing
and testing process.[35] Thus, within sixty-five days of receiving the virus’s
genetic sequence, Moderna dosed the first human subject with its vaccine—
and received FDA emergency authorization just 277 days after that.[36] This
is stunning progress, considering that before COVID-19 the fastest anyone
had ever created a vaccine was about four years.[37]

As this book is being written, there is ongoing scientific investigation
into the possibility that the COVID-19 virus might have been accidentally
released after genetic engineering research in a lab.[38] Because there has
been a great deal of misinformation surrounding lab-leak theories, it is
important to base our inferences on high-quality scientific sources. Yet the
possibility itself underscores a real danger: it could have been far worse.
The virus could have been extremely transmissible and at the same time
very lethal, so it is not likely that it was created with malicious intentions.
But because the technology to create something much deadlier than
COVID-19 already exists, AI-driven countermeasures will be critical to
mitigating the risk to our civilization.

NANOTECHNOLOGY

Most risks in biotechnology have to do with self-replication. A problem
with any one cell is unlikely to be a threat. The same is true for
nanotechnology: no matter how destructive an individual nanobot might be,
it has to be able to self-replicate to create a truly global catastrophe.
Nanotechnology will make possible a wide range of offensive weapons,
many of which could be extremely destructive. In addition, once



nanotechnology is mature, such weapons could be manufactured very
cheaply, unlike nuclear arsenals today, which require large amounts of
resources to construct. (For a rough sense of how much it would cost rogue
actors to build nuclear weapons, consider the example of North Korea, a
pariah state denied most access to outside assistance. The South Korean
government estimates that the North’s nuclear weapons program cost
between $1.1 billion and $3.2 billion in 2016, the year it successfully
developed nuclear-armed missiles.)[39]

By contrast, biological weapons can be very cheap. According to a 1996
NATO report, such weapons could be developed for $100,000 (around
$190,000 in 2023 money) by a team of just five biologists in the space of a
few weeks, without any exotic equipment.[40] When it comes to impact, a
1969 expert panel reported to the United Nations that biological weapons
were about eight hundred times as cost-effective as nuclear weapons at
targeting civilians—and biotech advances in the five decades since have
almost surely increased that ratio significantly.[41] While we cannot say for
certain how much mature nanotechnology will cost in the future, because it
will operate on self-replication principles similar to biology, we should
regard the costs of biological weapons as a first-order approximation. Since
nanotech will be taking advantage of AI-optimized manufacturing
processes, the costs could well be even lower.

Nano-based weapons could include tiny drones that deliver poisons to
targets without being detected, nanobots that enter the body in water or as
an aerosol and tear it apart from within, or systems that selectively target
certain groups of people of any description.[42] As nanotechnology pioneer
Eric Drexler wrote in 1986, “ ‘Plants’ with ‘leaves’ no more efficient than
today’s solar cells could out-compete real plants, crowding the biosphere
with an inedible foliage. Tough, omnivorous ‘bacteria’ could out-compete
real bacteria: they could spread like blowing pollen, replicate swiftly, and
reduce the biosphere to dust in a matter of days. Dangerous replicators
could easily be too tough, small, and rapidly spreading to stop—at least if
we made no preparation. We have trouble enough controlling viruses and
fruit flies.”[43]



The most commonly discussed worst-case scenario is the potential
creation of “gray goo”—self-replicating machines that consume carbon-
based matter and turn it into more self-replicating machines.[44] Such a
process could lead to a runaway chain reaction, potentially converting the
entire biomass of the earth to such machines.

Let’s consider how long it might take for the earth’s entire biomass to be
destroyed. The available biomass has on the order of 1040 carbon atoms.[45]

The carbon atoms within a single replicating nanobot might be on the order
of 107.[46] The nanobot therefore would need to create 1033 copies of itself
—not all directly, I should stress, but via iterated replication. The nanobots
in each “generation” might just create two copies of themselves, or another
small number. The astoundingly large numbers come from this process
being repeated again and again with the copies and the copies of the copies.
So that’s about 110 generations of the nanobots (since 2110 = 1033), or 109 if
the nanobots in previous generations stay active.[47] Nanotechnology expert
Robert Freitas estimates a replication time of about one hundred seconds, so
under ideal conditions the gray goo wipeout time for that much carbon
would be around three hours.[48]

However, the actual rate of destruction would be much slower, because
the world’s biomass is not laid out in a continuous block. The limiting
factor would be the actual movement of the front of destruction. Nanobots
cannot travel very quickly because of their small size, so it would likely
take weeks for such a destructive process to circle the globe.

Yet a two-phase attack could circumvent this restriction. Over some
period of time an insidious process could convert a tiny portion of carbon
atoms throughout the world so that one out of every thousand trillion (1015)
becomes part of a “sleeping” force of gray goo nanobots. These nanobots
would not be noticeable, as they would be in such a small concentration.
However, because they would be everywhere, they would not have to travel
far once the attack started. Then, at some kind of predetermined signal
(perhaps relayed from a small number of nanobots self-assembled into
antennas long enough to pick up long-range radio waves), the prepositioned



nanobots would just reproduce rapidly in place. Each nanobot multiplying
itself a thousand trillionfold would require fifty binary replications—less
than ninety minutes.[49] The movement speed of a destructive wave front
would no longer be a limiting factor.

Sometimes this scenario is imagined as the result of malicious action by
humans—perhaps as a terrorist weapon intended to destroy life on earth.
Yet this need not happen out of malice. We can imagine cases where
nanobots accidentally enter a runaway self-replication process, perhaps due
to an error in their programming. For example, if carelessly designed,
nanobots intended to consume only a certain type of matter or operate
within a limited area could malfunction and cause a global disaster. So
instead of trying to add security features to inherently dangerous systems,
we must only build nanobots that are naturally fail-safe.

One strong protection against unintended replication would be to design
any self-replicating nanobots with a “broadcast architecture.”[50] This
means that instead of carrying their own programming, they would rely on a
signal (perhaps carried by radio waves) to give them all their instructions.
This way, the signal could be turned off or modified in an emergency,
stopping the self-replication chain reaction.

Yet even if responsible people design safe nanobots, bad actors could
still design dangerous ones. Therefore, we will need a nanotechnology
“immune system” already in place before these scenarios can even become
a possibility. This immune system would have to be capable of contending
not just with scenarios that cause obvious destruction but with any
potentially dangerous stealthy replication, even at very low concentrations.

It is encouraging that the field is already taking safety seriously.
Nanotechnology safety guidelines have been in existence for about two
decades, having emerged from the 1999 Workshop on Molecular
Nanotechnology Research Policy Guidelines (which I attended), and have
been revised and updated since.[51] It appears that the main immune system
defense against gray goo would be “blue goo”—nanobots that would
neutralize their gray counterparts.[52]



According to Freitas’s calculations, if dispersed optimally around the
world, 88,000 metric tons of “blue goo”–type defensive nanobots could be
sufficient to sweep the entire atmosphere in about twenty-four hours.[53] For
perspective, this is less than the weight of the water displaced by a large
aircraft carrier—huge, but very small in comparison with the mass of the
entire planet. Still, these figures assume ideal efficiency and deployment
conditions, which would likely not be achieved in practice. As of 2023, with
so much nanotechnology development yet to be done, it is very difficult to
judge how much the actual blue goo requirements would differ from this
theoretical estimate.

One requirement is clear, though: the blue goo would not be created
using only abundant natural ingredients (which is what gray goo would be
composed of). These nanobots would have to be made of special materials,
so that the blue goo could not be converted to gray goo. There are a number
of tricky issues to making this method work robustly, as well as theoretical
issues to solve to ensure safe, failproof blue goo, but I do believe it will
prove a workable approach. Ultimately there is no fundamental reason why
harmful nanobots would have an asymmetric advantage over well-designed
defensive systems. The key is to ensure that good nanobots are deployed
around the world before bad ones so that self-replication chain reactions can
be detected and neutralized before they have a chance to get out of control.

My friend Bill Joy’s 2000 essay “Why the Future Doesn’t Need Us” has
an excellent discussion of nanotechnology risks, including the gray goo
scenario.[54] Most nanotechnology experts consider a gray goo catastrophe
to be unlikely, and so do I. Yet because it would be an extinction-level
event, it is very important to keep these risks in mind as nanotechnology
develops in the coming decades. I am hopeful that with proper precautions
—and AI assistance in designing secure systems—humanity can keep such
scenarios in the realm of science fiction.



ARTIFICIAL INTELLIGENCE

With biotechnology risks, we can still be subject to a pandemic such as
COVID-19, which caused nearly seven million deaths in the world through
2023,[55] but we are quickly developing the means to rapidly sequence a
new virus and develop medicines to avert civilization-threatening
catastrophe. With nanotechnology, while gray goo isn’t yet a threat, we do
already have an overall strategy that should provide defense against even
the ultimate two-phase attack. But superintelligent AI entails a
fundamentally different kind of peril—in fact, the primary peril. If AI is
smarter than its human creators, it could potentially find a way around any
precautionary measures that have been put in place. There is no general
strategy that can definitively overcome that.

There are three broad categories of peril from superintelligent AI, and
with focused research on each, we can at least mitigate the risk. Misuse
encompasses cases where the AI functions as its human operators intend,
but those operators deploy it to deliberately cause harm to others.[56] For
example, terrorists might use an AI’s biochemistry abilities to design a new
virus that causes a deadly pandemic.

Next is outer misalignment, which refers to cases where there’s a
mismatch between the programmers’ actual intentions and the goals they
teach the AI in hopes of achieving them.[57] This is the classic problem
depicted in stories about genies—it’s hard to specify exactly what you want
to someone who takes your commands literally. Imagine programmers
intending to cure cancer, so they instruct the AI to design a virus that kills
all cells with a certain oncogenic DNA mutation. The AI does this
successfully, but the programmers didn’t realize that this mutation is also
present in many healthy cells, so the virus kills the patients who receive it.

Finally, inner misalignment occurs when the methods the AI learns to
achieve its goal produce undesirable behavior, at least in some cases.[58] For
example, training an AI to identify genetic changes unique to cancerous
cells might reveal a spurious pattern that works on the sample data but not
when deployed in the real world. Perhaps cancerous cells in the training



data were stored for a longer time prior to analysis than healthy cells, and
the AI learns to recognize subtle genetic alterations that result. If the AI
designs a cancer-killing virus based on this information, it won’t work on
live patients. These examples are relatively simple, but as AI models are
given increasingly complex tasks, it will become more challenging to detect
misalignments.

There is a field of technical research that is actively seeking ways to
prevent both kinds of AI misalignment. There are many promising
theoretical approaches, though much work remains to be done. “Imitative
generalization” involves training AI to imitate how humans draw
inferences, so as to make it safer and more reliable when applying its
knowledge in unfamiliar situations.[59] “AI safety via debate” uses
competing AIs to point out flaws in each other’s ideas, allowing humans to
judge issues too complex to properly evaluate unassisted.[60] “Iterated
amplification” involves using weaker AIs to assist humans in creating well-
aligned stronger AIs, and repeating this process to eventually align AIs
much stronger than unaided humans could ever align on their own.[61]

And so, while the AI alignment problem will be very hard to solve,[62]

we will not have to solve it on our own—with the right techniques, we can
use AI itself to dramatically augment our own alignment capabilities. This
also applies to designing AI that resists misuse. In the biochemistry
example described previously, a safely aligned AI would have to recognize
the dangerous request and refuse to comply. But we will also need ethical
bulwarks against misuse—strong international norms favoring safe and
responsible deployment of AI.

As AI systems have become dramatically more powerful over the past
decade, limiting perils from misuse has taken on greater global priority.
Over the past several years we have seen a concerted effort to create an
ethical prescription for artificial intelligence. In 2017 I attended the
Asilomar Conference on Beneficial AI, inspired by the biotechnology
guidelines established at its counterpart four decades earlier.[63] Some
useful principles were established there, and I have signed on to them.
However, it remains easy to see how entities with ideas that are



undemocratic and opposed to free expression could still use advanced AI
for their own objectives, even if most of the world follows the Asilomar
proposals. Notably, the major military powers have not signed these
guidelines—and they have historically been among the most powerful
forces in promoting advanced technology. For example, the internet came
from our Defense Advanced Research Projects Agency.[64]

Still, the Asilomar AI Principles provide a foundation for responsible AI
development that has been shaping the field in a positive direction. Six of
the document’s twenty-three principles promote “human” values or
“humanity.” For example, principle 10, Value Alignment, states that
“[h]ighly autonomous AI systems should be designed so that their goals and
behaviors can be assured to align with human values throughout their
operation.”[65]

Another document, the Lethal Autonomous Weapons Pledge, promotes
the same concept: “We the undersigned agree that the decision to take a
human life should never be delegated to a machine. There is a moral
component to this position, that we should not allow machines to make life-
taking decisions for which others—or nobody—will be culpable.”[66] While
such influential figures as Stephen Hawking, Elon Musk, Martin Rees, and
Noam Chomsky have signed the ban on LAWs, top military powers,
including the United States, Russia, the United Kingdom, France, and
Israel, have rejected it.

Even though the US military does not endorse these guidelines, it has its
own “human directive” policy stating that systems targeting humans must
be controlled by humans.[67] A 2012 Pentagon directive established that
“autonomous and semi-autonomous weapon systems shall be designed to
allow commanders and operators to exercise appropriate levels of human
judgment over the use of force.”[68] In 2016 US Deputy Secretary of
Defense Robert Work stated that the American military will “not delegate
lethal authority to a machine to make a decision” about the use of such
force.[69] Still, he left open the possibility that at some point in the future
this policy could be reversed if it were necessary to compete with a rival
nation that is “more willing to delegate authority to machines than we



are.”[70] I was involved in discussions that shaped this policy, just as I was
on the policy board to guide implementations toward combating the use of
biological hazards.

In early 2023, following an international conference that included
dialogue with China, the United States released a “Political Declaration on
Responsible Military Use of Artificial Intelligence and Autonomy,” urging
states to adopt sensible policies that include ensuring ultimate human
control over nuclear weapons.[71] Yet the notion of “human control” itself is
hazier than it might seem. If humans authorized a future AI system to “stop
an incoming nuclear attack,” how much discretion should it have over how
to do so? Note that an AI general enough to successfully thwart such an
attack could also be used for offensive purposes.

And so we need to recognize the fact that AI technologies are inherently
dual-use. This is true even of systems already deployed. The very same
drone that delivers medication to a hospital that is inaccessible by road
during a rainy season could later carry an explosive to that hospital. Keep in
mind that military operations have for more than a decade been using
drones so precise that they can send a missile through a particular window
that is literally on the other side of the earth from its operators.[72]

We also have to think through whether we would really want our side to
observe a LAW ban if hostile military forces are not doing so. What if an
enemy nation sent an AI-controlled contingent of advanced war machines to
threaten your security? Wouldn’t you want your side to have an even more
intelligent capability to defeat them and keep you safe? This is the primary
reason why the “Campaign to Stop Killer Robots” has failed to gain major
traction.[73] As of 2023, all major military powers have declined to endorse
the campaign, with the notable exception of China, which did so in 2018
but later clarified that it supported a ban on only use, not development[74]—
although even this is likely more for strategic and political reasons than
moral ones, as autonomous weapons used by the United States and its allies
could disadvantage Beijing militarily. My own view is that if we were
attacked by such weapons, we would want to have a counterweapon, which
would necessarily involve violating this prohibition.



Further, what will “human” even ultimately mean in the context of
human control when we introduce a nonbiological addition to our own
decision-making starting in the 2030s using brain–computer interfaces?
That nonbiological component will only grow exponentially, while our
biological intelligence will stay the same. So as we get to the late 2030s,
our thinking itself will be largely nonbiological. So where will the human
decision-making be when our own thought largely uses nonbiological
systems?

Some of the other Asilomar principles also leave open questions. For
example, principle 7, Failure Transparency: “If an AI system causes harm, it
should be possible to ascertain why.” And principle 8, Judicial
Transparency: “Any involvement by an autonomous system in judicial
decision-making should provide a satisfactory explanation auditable by a
competent human authority.”

These efforts to render AI decisions more comprehensible are valuable,
but the basic problem is that, regardless of any explanation they provide, we
simply won’t have the capacity to fully understand most of the decisions
made by superintelligent AI. If a Go-playing program that is far beyond the
best human were to explain its strategic decisions, not even the best player
in the world (without the assistance of a cybernetic enhancement) would
entirely grasp them.[75] One promising line of research aimed at reducing
risks from opaque AI systems is “eliciting latent knowledge.”[76] This
project is trying to develop techniques that can ensure that if we ask an AI a
question, it gives us all the relevant information it knows, instead of just
telling us what it thinks we want to hear—which will be a growing risk as
machine-learning systems become more powerful.

The principles also laudably promote noncompetitive dynamics around
AI development, notably principle 18, AI Arms Race—“An arms race in
lethal autonomous weapons should be avoided”—and principle 23,
Common Good: “Superintelligence should only be developed in the service
of widely shared ethical ideals, and for the benefit of all humanity rather
than one state or organization.” Yet because superintelligent AI could be a
decisive advantage in warfare and bring tremendous economic benefits,



military powers will have strong incentives to engage in an arms race for it.
[77] Not only does this worsen risks of misuse, but it also increases the
chances that safety precautions around AI alignment could be neglected.

Recall the value alignment issue addressed in principle 10. The next
principle, Human Value, fleshes out which values are intended: “AI systems
should be designed and operated so as to be compatible with ideals of
human dignity, rights, freedoms, and cultural diversity.”

Yet having this goal does not guarantee achieving it—and this gets to the
whole point of the peril from AI. An AI that had a harmful objective would
not have difficulty explaining why it makes sense for some wider purpose,
even justifying it in terms of values people widely share.

It is very difficult to usefully restrict development of any fundamental
AI capability, especially since the basic idea behind general intelligence is
so broad. There are encouraging signs as this book goes to press that major
governments are taking the challenge seriously—like the Bletchley
Declaration following the 2023 AI Safety Summit in the UK—but much
will depend on how such initiatives are actually implemented.[78] One
optimistic argument, which is based on the principle of the free market, is
that each step toward superintelligence is subject to market acceptance. In
other words, artificial general intelligence will be created by humans to
solve real human problems, and there are strong incentives to optimize it for
beneficial purposes. Since AI is emerging from a deeply integrated
economic infrastructure, it will reflect our values because in an important
sense it will be us. We are already a human-machine civilization.
Ultimately, the most important approach we can take to keep AI safe is to
protect and improve on our human governance and social institutions. The
best way to avoid destructive conflict in the future is to continue the
advance of our ethical ideals, which has already profoundly reduced
violence in recent centuries and decades.[79]

I do think we also need to take seriously the misguided and increasingly
strident Luddite voices that advocate broad relinquishment of technological
progress to avoid the genuine dangers of genetics, nanotechnology, and
robotics (GNR).[80] Delays in overcoming human suffering are still of great



consequence—for example, the worsening of famine in Africa resulting
from opposition to any food aid that might contain GMOs (genetically
modified organisms).[81]

With technologies now beginning to modify our bodies and brains,
another type of opposition to progress has emerged in the form of
“fundamentalist humanism”: opposition to any change in the nature of what
it means to be human.[82] This would include modifying our genes and our
protein folding, and taking other steps toward radical life extension. This
opposition will ultimately fail, however, because the demand for therapies
that can overcome the pain, disease, and short life spans inherent in our
version 1.0 bodies will ultimately prove irresistible.

When people are presented with the prospect of radical life extension,
two objections are quickly raised. The first is the probability of running out
of material resources to support an expanding biological population. We
frequently hear that we are running out of energy, clean water, housing,
land, and the other resources we need to support a growing population, and
that this problem will only be exacerbated when the death rate starts to
plummet. But as I articulated in chapter 4, as we begin to optimize our use
of the earth’s resources, we’ll find they are thousands of times greater than
we require. For example, we have nearly ten thousand times the sunlight we
need to theoretically meet all of our current energy needs.[83]

The second objection to radical life extension is that we will become
profoundly bored doing the same things over and over again for centuries.
But in the 2020s we will have virtual and augmented reality delivered in
very compact external devices, and in the 2030s we will have VR and AR
connected directly to our nervous systems by nanobots feeding signals to
our senses. We will thereby have radical life expansion in addition to radical
life extension. We will inhabit vast virtual and augmented realities limited
only by our imagination—which itself will be expanded. Even if we lived
hundreds of years, we would not exhaust all the knowledge there is to gain,
and all the culture there is to consume.

AI is the pivotal technology that will allow us to meet the pressing
challenges that confront us, including overcoming disease, poverty,



environmental degradation, and all of our human frailties. We have a moral
imperative to realize this promise of new technologies while mitigating the
peril. But it won’t be the first time we’ve succeeded in doing so. At the
beginning of this chapter, I mentioned the civil defense drills I experienced
as a boy in preparation for a potential nuclear war. When I was growing up,
most people around me assumed that nuclear war was almost inevitable.
The fact that our species found the wisdom to refrain from using these
terrible weapons shines as an example of how we have it in our power to
likewise use biotechnology, nanotechnology, and superintelligent AI
responsibly. We are not doomed to failure in controlling these perils.

Overall, we should be cautiously optimistic. While AI is creating new
technical threats, it will also radically enhance our ability to deal with those
threats. As for abuse, since these methods will enhance our intelligence
regardless of our values, they can be used for both promise and peril.[84] We
should thus work toward a world where the powers of AI are broadly
distributed, so that its effects reflect the values of humanity as a whole.
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CHAPTER 8

DIALOGUE WITH CASSANDRA

CASSANDRA: So you anticipate a neural net with sufficient processing
power to be able to exceed all capabilities by humans by 2029.

RAY: Correct. They are already doing that with one capability after
another.

CASSANDRA: And when they do that, they will be far better than any
human in every skill possessed by any human.

RAY: Correct. In one area after another, they will be better than all
humans by 2029.

CASSANDRA: And to pass a Turing test, an AI will have to be made less
smart.

RAY: Yes, otherwise we would know they would not be an unenhanced
human.

CASSANDRA: And you are also expecting that by the early 2030s we will
have a means of going inside the brain and connecting to the top
levels of the neocortex, both to tell what is going on and to
activate connections.

RAY: Right.
CASSANDRA: And thus this superintelligence we are creating will directly

be part of our brain, at least through these connections to the
cloud.

RAY: Correct.
CASSANDRA: Okay, but these two advances—teaching a neural net

everything that all humans can do and beyond and connecting



internally to the brain with effective two-way connections—are
in very different fields.

RAY: Well, yes.
CASSANDRA: One field involves experimentation with computers, which

are largely not regulated. Experiments take days, and one
advance can come right after another. Progress goes very
quickly. On the other hand, a process like placing an attachment
involving a million wires into the brain is something else
entirely. It requires all kinds of supervision and regulation. This
is putting something not only into the human body but into the
brain itself, which is probably the most physically sensitive part
of the body. And it’s not even clear to regulators that it is
necessary. If we can prevent a profound brain disease, for
example, that might offer a distinct benefit, but to connect to an
external computer would be very difficult.

RAY: But it will still happen, partly driven by the goal of fixing the
significant brain disorders you mention.

CASSANDRA: Yes, I agree it’s possible, but it is likely to be substantially
delayed.

RAY: That’s why I have predicted its arrival in the 2030s.
CASSANDRA: But any regulation regarding inserting foreign objects into

the brain could postpone its happening for, say, ten years, until
the 2040s. That would dramatically change your timeline for the
interaction between superintelligent machines and people. For
one thing, the machines would take all of the jobs rather than
just becoming an extension of people’s intelligence.

RAY: Well, a mind extension directly in our brains would be convenient—
you wouldn’t lose it that way, like you might your cell phone.
But even while such devices are not yet connected directly, they
still function as an extension of human intelligence. A kid today
can access all of human knowledge with her mobile device. And
AI still augments far more workers than it replaces. Although



the brain extenders are outside our bodies, we do jobs now that
would be impossible without the ones we already have, even
though they are not physically attached to our brains.

CASSANDRA: Yes, but you predicted that we would need millions of
circuits to connect to the top layer of the neocortex. By contrast,
extending our intelligence via external devices requires inputs
typed from our keyboards, which is several orders of magnitude
slower. It would certainly compromise the interaction a lot. And
why would an AI even want to deal with a human with such a
slow communication speed? It might as well just do everything
itself.

RAY: By the middle of the 2020s we will have a means of interacting with
a computer that is thousands of times faster than keyboarding:
fully immersive virtual reality with full-screen video and audio.
We will see and hear ordinary reality, but it will be interlaced
with two-way communication with our computers. That is
almost as fast as a connection with the top layers of our
neocortex. This will ultimately replace interaction by
keyboards.

CASSANDRA: Okay, we will advance in our ability to communicate with
our computers, but it is still not the same as actually extending
our neocortex.

RAY: But people will still have the work they need to get done in order to
get food, shelter, and other needs. Even before internal brain
extenders enable us to think more abstract thoughts, external
brain extenders with advanced AI will let us perform difficult
tasks and solve hard problems.

CASSANDRA: But people need deeper purpose. If AIs can do everything
that humans can do in every intellectual sphere, and do it far
better than the best humans and at far greater speeds, what is
there for humans to do that will give us meaning?

RAY: Well, that’s why we want to merge with the intelligence we are
creating. The AIs will become part of us, and thus it is we who



will be doing those things.
CASSANDRA: Right. And that is why I am still concerned at what could be

a one-decade delay in getting a brain extender to work, given
the extraordinary challenge of putting a device with millions of
connections inside our skulls. I can accept the feasibility of all
kinds of changes outside our bodies, including VR, but that is
not the same as actually extending our neocortex.

RAY: That was the concern that Daniel Kahneman expressed, and he was
also concerned about the potential for violence between people
who lost their jobs and others.

CASSANDRA: By “others” do you mean the computers, since it will be the
computers that are superior to humans in every skill?

RAY: Not the computers, as we will be dependent on the computers for
our well-being, but rather humans who may be perceived as
using AI to expand their own wealth and power at the expense
of displaced workers.

CASSANDRA: Yes, I suspect Kahneman was thinking of an in-between
period where some humans retain power, and AI has not yet
created enough material abundance to avoid conflict.

RAY: Okay, but conflict can be minimized when people feel they have
purpose. And extending our neocortex into the cloud will be
critical to humans keeping a sense of purpose. Just as growing
more neocortex hundreds of thousands of years ago elevated our
primate ancestors from survival instinct to contemplating
philosophy, extended humans will have even more capacity for
empathy and ethics.

CASSANDRA: I agree, but extending the neocortex into the cloud is a very
different kind of progress than better external brain extenders.

RAY: Yes, your point is valid, but I do think we will achieve an extension
of the neocortex by the early 2030s. So the in-between period
probably won’t be very long.



CASSANDRA: But the timeline for connecting to the neocortex is a key
concern. It could be a huge problem if that were delayed.

RAY: Well, yes, that is true.
CASSANDRA: Also, if an AI were to emulate you, and we replaced the

biological you with the emulation, it might seem to be you, and
would appear as you to everyone else, but you would effectively
be gone.

RAY: Okay, but we are not talking about that. We are not emulating your
biological brain. We are adding to it. Your biological brain
would remain as it was, only now with added intelligence.

CASSANDRA: But the nonbiological intelligence would ultimately be
many times more powerful than your biological brain,
ultimately thousands to millions of times.

RAY: Yes, but still, nothing is being taken away. There will be a great deal
added.

CASSANDRA: You’ve argued, though, that within a few years our brains
will effectively be cloud extensions.

RAY: We’re actually already doing that. And whatever philosophical
significance you see for our biological brain, we are not taking
that away, either.

CASSANDRA: But the biological brain at that point will be pretty
insignificant.

RAY: But it is still there, and it will retain all its fundamental qualities.
CASSANDRA: Well, I see very profound changes in a very short time.
RAY: That we agree on.
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APPENDIX

PRICE-PERFORMANCE OF

COMPUTATION, 1939–2023 CHART

SOURCES

MACHINE SELECTION METHODOLOGY

The machines in this chart are selected as major programmable computing machines whose
computation price-performance surpassed all previous machines. If multiple machines achieved this
in a given calendar year, only the machine with the best price-performance is included, irrespective
of release date within that year. Machines not sold or rented commercially are assigned to the year of
their first normal operation. Machines that were sold or rented commercially are assigned to their
first calendar year of general public availability (as opposed to initial design or prototyping). For
consumer-scale machines, only devices in mass production for retail sale were considered for
inclusion—individually customized machines or chimeric “homebrew” computers made from
disparate retail components would muddy the broader analysis. Machines that were designed but not
built, such as Charles Babbage’s Analytical Engine, and machines that were built but were not
reliably functional, such as Konrad Zuse’s Z1, are not included. Likewise, this chart ignores some
highly specialized devices like digital signal processors, which are technically capable of performing
a given number of digital operations per second but are not widely used as general-purpose CPUs.

PRICE DATA METHODOLOGY

Nominal prices are adjusted to real February 2023 prices according to CPI data from the US Bureau
of Labor Statistics (chained CPI-U, 1982–1984 = 100). CPI for each year is presented as an annual
average. Thus, although the underlying real-price calculations do not use rounded numbers, they
should never be regarded as precise to within a dollar, and in general should be regarded as precise
only to within several percentage points. For machines created with non-dollar currencies, the
vagaries of exchange rates add an additional several percentage points of uncertainty.



Where multiple retail prices for a given machine are attested in a certain year, the lowest open-
market prices are preferred here, in order to reflect the best price-performance available in that year.
One point of moderate incommensurability is that prior to the mid-1990s, almost all computing was
done through discrete computers with limited upgradability. As such, unit prices inevitably included
components other than the processor itself, such as the hard drive and display. By contrast, it is now
common for chips to be sold separately, and it is feasible for retail users to connect several or many
CPUs/GPUs together for more performance-intensive tasks. As a result, assessing chip prices is now
a better guide to overall computing price-performance than including components that are not
integral to computation—even though this modestly exaggerates the price-performance improvement
during the 1990s.

Pricing for Google Cloud TPU v4-4096 is very loosely approximated on the basis of 4,000 rental
hours, in order to be roughly commensurable with the rest of the dataset, which since the 1950s has
exclusively consisted of equipment available for purchase. This dramatically underestimates price-
performance for small machine-learning projects, where brief access to enormous amounts of
computing power is useful but the capital costs of purchasing that computing power would be totally
prohibitive. This is a major and underappreciated effect of the cloud computing revolution.

Prices cited here are construction price, retail purchase price, or rental price, as applicable. Other
separate costs, such as delivery and installation, electricity, maintenance, operator labor, taxes, and
depreciation, are excluded. That is because those costs are highly variable among users and cannot be
effectively averaged for a given machine. Based on available evidence, though, these factors would
not greatly change the overall analysis—and, to the extent that they would, would likely serve to
drive down price-performance of older, more logistics-intensive machines and therefore increase the
apparent rate of progress across the graph (see this page, “Price-Performance of Computation, 1939–
2023”). Thus, omitting these costs is the more analytically conservative choice.

PERFORMANCE DATA METHODOLOGY

“Computations per second” is a synthetic metric derived from splicing together several datasets
across eighty-four years. Because the computational capabilities of these machines have not only
improved quantitatively but also qualitatively changed over time, it is impossible to devise a
rigorously commensurable metric for comparing their performance across the entire period in
question. Put another way, even given unlimited time, the 1939 Z2 computer could not do everything
a 2023 Tensor Processing Unit does in a fraction of a second—they are simply not commensurable.

As such, any attempts to convert all performance statistics in this dataset into a fully
commensurable metric would be misleading. For example, while Anders Sandberg and Nick Bostrom
(2008) estimated the equivalence between millions of instructions per second (MIPS) and millions of
floating-point operations per second (MFLOPS), they do not scale linearly, making this an
inappropriate method to use in a dataset with a performance range as large as this one. Artificially
converting recent computers’ FLOPS ratings to IPS would exaggerate the actual performance
capabilities of newer machines, while rating old computers in FLOPS would misleadingly underrate
them.

Likewise, the information-theoretic approaches favored by Hans Moravec (1988) and William
Nordhaus (2001)—while useful—do not capture the qualitative evolution of computing performance



and applications. For example, Nordhaus’s MSOPS (million standard operations per second) metric
prescribes a fixed ratio of additions and multiplications that is not realistically applicable when
comparing 1960s computers calculating rocket ballistics with modern GPUs and TPUs using low-
precision computations for machine learning.

For this reason, the methodology used here favors using the metrics that machines were
originally assessed by. This means that the more lenient instructions-per-second paradigm is favored
from 1939 (where it refers to basic additions in Konrad Zuse’s Z2 computer) until the introduction of
the Pentium 4 in 2001, when the floating-point-operations-per-second paradigm became dominant in
measuring modern computing performance. This reflects the fact that the applications of computing
power have changed over time, and for some uses, high floating-point performance is at a premium
over integer performance or other metrics. Specialization has also increased in some areas. For
example, GPUs and specialized AI/deep-learning chips excel at their roles with high FLOPS ratings,
but measuring their ability to perform general CPU tasks in an attempt at commensurability with
older general computing chips would be misleading.

This chart favors best-achieved performance statistics or, for earlier machines, derives best
performance from performance at operations comparable to addition. While this will be above what
these machines achieved on average in practice in daily operation, this is a more broadly
commensurable form of assessment than average-performance statistics, which depend on many
factors outside raw computing speed that vary irregularly between machines.

ADDITIONAL RESOURCES

Anders Sandberg and Nick Bostrom, Whole Brain Emulation: A Roadmap, technical report 2008-3,
Future of Humanity Institute, Oxford University (2008), https://www.fhi.ox.ac.uk/brain-emulation-
roadmap-report.pdf.

William D. Nordhaus, “The Progress of Computing,” discussion paper 1324, Cowles Foundation
(September 2001), https://ssrn.com/abstract=285168.

Hans Moravec, “MIPS Equivalents,” Field Robotics Center, Carnegie Mellon Robotics Institute,
accessed December 2, 2021,
https://web.archive.org/web/20210609052024/https://frc.ri.cmu.edu/~hpm/book97/ch3/processor.list.

Hans Moravec, Mind Children: The Future of Robot and Human Intelligence (Cambridge, MA:
Harvard University Press, 1988).

LISTED MACHINES, DATA, AND SOURCES

CPI DATA SOURCES

“Consumer Price Index, 1913–,” Federal Reserve Bank of Minneapolis, accessed April 20, 2023,
https://www.minneapolisfed.org/about-us/monetary-policy/inflation-calculator/consumer-price-
index-1913-; US Bureau of Labor Statistics, “Consumer Price Index for All Urban Consumers: All
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Items in U.S. City Average (CPIAUCSL),” retrieved from FRED, Federal Reserve Bank of St. Louis,
updated April 12, 2023, https://fred.stlouisfed.org/series/CPIAUCSL.

1939 Z2

Real price: $50,489.31
Computations per second: 0.33
Computations/second/dollar: 0.0000065

Price source: Jane Smiley, The Man Who Invented the Computer: The Biography of John Atanasoff,
Digital Pioneer (New York: Doubleday, 2010), loc. 638, Kindle (v3.1_r1); “Purchasing Power
Comparisons of Historical Monetary Amounts,” Deutsche Bundesbank, accessed December 20,
2021, https://www.bundesbank.de/en/statistics/economic-activity-and-prices/producer-and-consumer-
prices/purchasing-power-comparisons-of-historical-monetary-amounts-795290#tar-5; “Purchasing
Power Equivalents of Historical Amounts in German Currencies,” Deutsche Bundesbank, 2021,
https://www.bundesbank.de/resource/blob/622372/154f0fc435da99ee935666983a5146a2/mL/purchai
sing-power-equivalents-data.pdf; Lawrence H. Officer, “Exchange Rates,” in Historical Statistics of
the United States, Millennial Edition, ed. Susan B. Carter et al. (Cambridge, UK: Cambridge
University Press, 2002), reproduced in Harold Marcuse, “Historical Dollar-to-Marks Currency
Conversion Page,” University of California, Santa Barbara, updated October 7, 2018,
https://marcuse.faculty.history.ucsb.edu/projects/currency.htm; “Euro to US Dollar Spot Exchange
Rates for 2020,” Exchange Rates UK, accessed December 20, 2021,
https://www.exchangerates.org.uk/EUR-USD-spot-exchange-rates-history-2020.html. In purchasing
power, 7,000 reichsmarks was equivalent to about 30,100 euros in 2020. This averages $40,124 in
early 2023 US dollars. This has the advantage of avoiding the commensurability problem posed by
purchasing power differences between Nazi Germany and the United States. But it has the
disadvantage of focusing on price levels, which were largely set by the totalitarian government, with
rationing and black market transactions limiting the relevance of nominal prices. By exchange rates,
7,000 reichsmarks in 1939 averaged $2,800, which is the equivalent of $60,853 in early 2023. This
has the advantage of avoiding distortions from Germany’s totalitarian war economy, but the
disadvantage of introducing uncertainty due to differing purchasing power between the two
currencies. Because the advantages and disadvantages of both figures are complementary, and
because there is no clear principle by which to judge which is the most representative of relevant
ground truth, this chart uses the average of the two: $50,489.

Performance source: Horst Zuse, “Z2,” Horst-Zuse.Homepage.t-online.de, accessed December 20,
2021, http://www.horst-zuse.homepage.t-online.de/z2.html.

1941 Z3

Real price: $136,849.13
Computations per second: 1.25
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Computations/second/dollar: 0.0000091

Price source: Jack Copeland and Giovanni Sommaruga, “The Stored-Program Universal Computer:
Did Zuse Anticipate Turing and von Neumann?,” in Turing’s Revolution: The Impact of His Ideas
About Computability, ed. Giovanni Sommaruga and Thomas Strahm (Cham, Switzerland: Springer
International Publishing, 2016; corrected 2021 publication), 53,
https://www.google.com/books/edition/Turing_s_Revolution/M8ZyCwAAQBAJ; “Purchasing Power
Comparisons of Historical Monetary Amounts,” Deutsche Bundesbank, accessed December 20,
2021, https://www.bundesbank.de/en/statistics/economic-activity-and-prices/producer-and-consumer-
prices/purchasing-power-comparisons-of-historical-monetary-amounts-795290#tar-5; “Purchasing
Power Equivalents of Historical Amounts in German Currencies,” Deutsche Bundesbank, 2021,
https://www.bundesbank.de/resource/blob/622372/154f0fc435da99ee935666983a5146a2/mL/purchai
sing-power-equivalents-data.pdf; Lawrence H. Officer, “Exchange Rates,” in Historical Statistics of
the United States, Millennial Edition, ed. Susan B. Carter et al. (Cambridge, UK: Cambridge
University Press, 2002), reproduced in Harold Marcuse, “Historical Dollar-to-Marks Currency
Conversion Page,” University of California, Santa Barbara, updated October 7, 2018,
https://marcuse.faculty.history.ucsb.edu/projects/currency.htm; “Euro to US Dollar Spot Exchange
Rates for 2020,” Exchange Rates UK, accessed December 20, 2021,
https://www.exchangerates.org.uk/EUR-USD-spot-exchange-rates-history-2020.html; “Consumer
Price Index, 1913–,” Federal Reserve Bank of Minneapolis, accessed October 11, 2021,
https://www.minneapolisfed.org/about-us/monetary-policy/inflation-calculator/consumer-price-
index-1913-. In purchasing power, 20,000 reichsmarks was equivalent to about 82,000 euros in 2020.
This averages $109,290 in early 2023 US dollars. This has the advantage of avoiding the
commensurability problem posed by purchasing power differences between Nazi Germany and the
United States. But it has the disadvantage of focusing on price levels, which were largely set by the
totalitarian government, with rationing and black market transactions limiting the relevance of
nominal prices. By exchange rates, 20,000 reichsmarks in 1941 averaged $8,000, which is the
equivalent of $164,408 in early 2023. This has the advantage of avoiding distortions from Germany’s
totalitarian war economy, but the disadvantage of introducing uncertainty due to differing purchasing
power between the two currencies. Because the advantages and disadvantages of both figures are
complementary, and because there is no clear principle by which to judge which is the most
representative of relevant ground truth, this chart uses the average of the two: $136,849.

Performance source: Horst Zuse, “Z3,” Horst-Zuse.Homepage.t-online.de, accessed December 20,
2021, http://www.horst-zuse.homepage.t-online.de/z3-detail.html.

1943 COLOSSUS MARK 1

Real price: $33,811,510.61
Computations per second: 5,000
Computations/second/dollar: 0.00015

https://www.google.com/books/edition/Turing_s_Revolution/M8ZyCwAAQBAJ
https://www.bundesbank.de/en/statistics/economic-activity-and-prices/producer-and-consumer-prices/purchasing-power-comparisons-of-historical-monetary-amounts-795290#tar-5
https://www.bundesbank.de/resource/blob/622372/154f0fc435da99ee935666983a5146a2/mL/purchaising-power-equivalents-data.pdf
https://marcuse.faculty.history.ucsb.edu/projects/currency.htm
https://www.exchangerates.org.uk/EUR-USD-spot-exchange-rates-history-2020.html
https://www.minneapolisfed.org/about-us/monetary-policy/inflation-calculator/consumer-price-index-1913-
http://www.horst-zuse.homepage.t-online.de/z3-detail.html


Price source: Chris Smith, “Cracking the Enigma Code: How Turing’s Bombe Turned the Tide of
WWII,” BT, November 2, 2017,
http://web.archive.org/web/20180321035325/http://home.bt.com/tech-gadgets/cracking-the-enigma-
code-how-turings-bombe-turned-the-tide-of-wwii-11363990654704; Jack Copeland (computing
history expert), email to author, January 12, 2018; “Inflation Calculator,” Bank of England, January
20, 2021, https://www.bankofengland.co.uk/monetary-policy/inflation/inflation-calculator;
“Historical Rates for the GBP/USD Currency Conversion on 01 July 2020 (01/07/2020),” Pound
Sterling Live, accessed November 11, 2021, https://www.poundsterlinglive.com/best-exchange-
rates/british-pound-to-us-dollar-exchange-rate-on-2020-07-01. No unit cost figures for Colossus are
directly available, as it was not built for commercial purposes. We know that the earlier Bombe
machines were constructed at a cost of around £100,000 each. Although no precise declassified
figures for the construction of Colossus are available, computing history expert Jack Copeland
suggests as a very rough approximation that its costs were about five times as much as a single
Bombe. This corresponds to £23,314,516 in 2020 British pounds, or $33,811,510 in early 2023 US
dollars. Keep in mind that due to the uncertainty of the underlying estimates, only the first two
significant digits should be regarded as meaningful.

Performance source: B. Jack Copeland, ed., Colossus: The Secrets of Bletchley Park’s Codebreaking
Computers (Oxford, UK: Oxford University Press, 2010), 282.

1946 ENIAC

Real price: $11,601,846.15
Computations per second: 5,000
Computations/second/dollar: 0.00043

Price source: Martin H. Weik, A Survey of Domestic Electronic Digital Computing Systems, report
no. 971 (Aberdeen Proving Ground, MD: Ballistic Research Laboratories, December 1955), 42,
https://books.google.com/books?id=-BPSAAAAMAAJ.

Performance source: Brendan I. Koerner, “How the World’s First Computer Was Rescued from the
Scrap Heap,” Wired, November 25, 2014, https://www.wired.com/2014/11/eniac-unearthed.

1949 BINAC

Real price: $3,523,451.43
Computations per second: 3,500
Computations/second/dollar: 0.00099

Price source: William R. Nester, American Industrial Policy: Free or Managed Markets? (New York:
St. Martin’s, 1997), 106, https://books.google.com/books?id=hCi_DAAAQBAJ.

http://web.archive.org/web/20180321035325/http://home.bt.com/tech-gadgets/cracking-the-enigma-code-how-turings-bombe-turned-the-tide-of-wwii-11363990654704
https://www.bankofengland.co.uk/monetary-policy/inflation/inflation-calculator
https://www.poundsterlinglive.com/best-exchange-rates/british-pound-to-us-dollar-exchange-rate-on-2020-07-01
https://books.google.com/books?id=-BPSAAAAMAAJ
https://www.wired.com/2014/11/eniac-unearthed
https://books.google.com/books?id=hCi_DAAAQBAJ


Performance source: Eckert-Mauchly Computer Corp., The BINAC (Philadelphia: Eckert-Mauchly
Computer Corp., 1949), 2,
http://s3data.computerhistory.org/brochures/eckertmauchly.binac.1949.102646200.pdf.

1953 UNIVAC 1103

Real price: $10,356,138.62
Computations per second: 50,000
Computations/second/dollar: 0.0048

Price source: Martin H. Weik, A Third Survey of Domestic Electronic Digital Computing Systems,
report no. 1115 (Aberdeen, MD: Ballistic Research Laboratories, March 1961), 913,
http://web.archive.org/web/20160403031739/http://www.textfiles.com/bitsavers/pdf/brl/compSurvey
_Mar1961/brlReport1115_0900.pdf;
https://bitsavers.org/pdf/brl/compSurvey_Mar1961/brlReport1115_0000.pdf.

Performance source: Martin H. Weik, A Third Survey of Domestic Electronic Digital Computing
Systems, report no. 1115 (Aberdeen, MD: Ballistic Research Laboratories, March 1961), 906,
http://web.archive.org/web/20160403031739/http://www.textfiles.com/bitsavers/pdf/brl/compSurvey
_Mar1961/brlReport1115_0900.pdf.

1959 DEC PDP-1

Real price: $1,239,649.32
Computations per second: 100,000
Computations/second/dollar: 0.081

Price source: “PDP 1 Price List,” Digital Equipment Corporation, February 1, 1963,
https://www.computerhistory.org/pdp-1/_media/pdf/DEC.pdp_1.1963.102652408.pdf.

Performance source: Digital Equipment Corporation, PDP-1 Handbook (Maynard, MA: Digital
Equipment Corporation, 1963), 10, http://s3data.computerhistory.org/pdp-
1/DEC.pdp_1.1963.102636240.pdf.

1962 DEC PDP-4

Real price: $647,099.67
Computations per second: 62,500
Computations/second/dollar: 0.097

http://s3data.computerhistory.org/brochures/eckertmauchly.binac.1949.102646200.pdf
http://web.archive.org/web/20160403031739/http://www.textfiles.com/bitsavers/pdf/brl/compSurvey_Mar1961/brlReport1115_0900.pdf
https://bitsavers.org/pdf/brl/compSurvey_Mar1961/brlReport1115_0000.pdf
http://web.archive.org/web/20160403031739/http://www.textfiles.com/bitsavers/pdf/brl/compSurvey_Mar1961/brlReport1115_0900.pdf
https://www.computerhistory.org/pdp-1/_media/pdf/DEC.pdp_1.1963.102652408.pdf
http://s3data.computerhistory.org/pdp-1/DEC.pdp_1.1963.102636240.pdf


Price source: Digital Equipment Corporation, Nineteen Fifty-Seven to the Present (Maynard, MA:
Digital Equipment Corporation, 1978), 3, http://s3data.computerhistory.org/pdp-
1/dec.digital_1957_to_the_present_(1978).1957-1978.102630349.pdf.

Performance source: Digital Equipment Corporation, PDP-4 Manual (Maynard, MA: Digital
Equipment Corporation, 1962), 18, 57,
http://gordonbell.azurewebsites.net/digital/pdp%204%20manual%201962.pdf.

1965 DEC PDP-8

Real price: $172,370.29
Computations per second: 312,500
Computations/second/dollar: 1.81

Price source: Tony Hey and Gyuri Pápay, The Computing Universe: A Journey Through a Revolution
(New York: Cambridge University Press, 2015), 165, https://books.google.com/books?
id=q4FIBQAAQBAJ.

Performance source: Digital Equipment Corporation, PDP-8 (Maynard, MA: Digital Equipment
Corporation, 1965), 10,
http://archive.computerhistory.org/resources/access/text/2009/11/102683307.05.01.acc.pdf.

1969 DATA GENERAL NOVA

Real price: $65,754.33
Computations per second: 169,492
Computations/second/dollar: 2.58

Price source: “Timeline of Computer History—Data General Corporation Introduces the Nova
Minicomputer,” Computer History Museum, accessed November 10, 2021,
https://www.computerhistory.org/timeline/1968.

Performance source: NOVA brochure, Data General Corporation, 1968, 12,
http://s3data.computerhistory.org/brochures/dgc.nova.1968.102646102.pdf.

1973 INTELLEC 8

Real price: $16,291.71
Computations per second: 80,000
Computations/second/dollar: 4.91

http://s3data.computerhistory.org/pdp-1/dec.digital_1957_to_the_present_(1978).1957-1978.102630349.pdf
http://gordonbell.azurewebsites.net/digital/pdp%204%20manual%201962.pdf
https://books.google.com/books?id=q4FIBQAAQBAJ
http://archive.computerhistory.org/resources/access/text/2009/11/102683307.05.01.acc.pdf
https://www.computerhistory.org/timeline/1968
http://s3data.computerhistory.org/brochures/dgc.nova.1968.102646102.pdf


Price source: “Intellec 8,” Centre for Computing History, accessed November 10, 2021,
http://www.computinghistory.org.uk/det/3366/intellec-8.

Performance source: Intel, Intellec 8 Reference Manual, rev. 1 (Santa Clara, CA: Intel, 1974),
xxxxiii, https://archive.org/details/bitsavers_intelMCS8InceManualRev1Jun74_14022374.

1975 ALTAIR 8800

Real price: $3,481.85
Computations per second: 500,000
Computations/second/dollar: 144

Price source: “MITS Altair 8800: Price List,” CTI Data Systems, July 1, 1975,
http://vtda.org/docs/computing/DataSystems/MITS_Altair8800_PriceList01Jul75.pdf.

Performance source: MITS, Altair 8800 Operator’s Manual (Albuquerque, NM: MITS, 1975), 21,
90, http://www.classiccmp.org/dunfield/altair/d/88opman.pdf.

1984 APPLE MACINTOSH

Real price: $7,243.62
Computations per second: 1,600,000
Computations/second/dollar: 221

Price source: Regis McKenna Public Relations, “Apple Introduces Macintosh Advanced Personal
Computer,” press release, January 24, 1984,
https://web.stanford.edu/dept/SUL/sites/mac/primary/docs/pr1.html.

Performance source: Motorola, Motorola Semiconductor Master Selection Guide, rev. 10 (Chicago:
Motorola, 1996), 2.2-2,
http://www.bitsavers.org/components/motorola/_catalogs/1996_Motorola_Master_Selection_Guide.p
df.

1986 COMPAQ DESKPRO 386 (16 MHZ)

Real price: $17,886.96
Computations per second: 4,000,000
Computations/second/dollar: 224

Price source: Peter H. Lewis, “Compaq’s Gamble on an Advanced Chip Pays Off,” New York Times,
September 20, 1987, https://www.nytimes.com/1987/09/20/business/the-executive-computer-
compaq-s-gamble-on-an-advanced-chip-pays-off.html.

http://www.computinghistory.org.uk/det/3366/intellec-8
https://archive.org/details/bitsavers_intelMCS8InceManualRev1Jun74_14022374
http://vtda.org/docs/computing/DataSystems/MITS_Altair8800_PriceList01Jul75.pdf
http://www.classiccmp.org/dunfield/altair/d/88opman.pdf
https://web.stanford.edu/dept/SUL/sites/mac/primary/docs/pr1.html
http://www.bitsavers.org/components/motorola/_catalogs/1996_Motorola_Master_Selection_Guide.pdf
https://www.nytimes.com/1987/09/20/business/the-executive-computer-compaq-s-gamble-on-an-advanced-chip-pays-off.html


Performance source: Peter H. Lewis, “Compaq’s Gamble on an Advanced Chip Pays Off,” New York
Times, September 20, 1987, https://www.nytimes.com/1987/09/20/business/the-executive-computer-
compaq-s-gamble-on-an-advanced-chip-pays-off.html.

1987 PC’S LIMITED 386 (16 MHZ)

Real price: $11,946.43
Computations per second: 4,000,000
Computations/second/dollar: 335

Price source: Peter H. Lewis, “Compaq’s Gamble on an Advanced Chip Pays Off,” New York Times,
September 20, 1987, https://www.nytimes.com/1987/09/20/business/the-executive-computer-
compaq-s-gamble-on-an-advanced-chip-pays-off.html.

Performance source: Peter H. Lewis, “Compaq’s Gamble on an Advanced Chip Pays Off,” New York
Times, September 20, 1987, https://www.nytimes.com/1987/09/20/business/the-executive-computer-
compaq-s-gamble-on-an-advanced-chip-pays-off.html.

1988 COMPAQ DESKPRO 386/25

Real price: $20,396.30
Computations per second: 8,500,000
Computations/second/dollar: 417

Price source: “Compaq Deskpro 386/25 Type 38,” Centre for Computing History, accessed
November 10, 2021, http://www.computinghistory.org.uk/det/16967/Compaq-Deskpro-386-25-Type-
38.

Performance source: Jeffrey A. Dubin, Empirical Studies in Applied Economics (New York: Springer
Science+Business Media, 2012), 72–73,
https://www.google.com/books/edition/Empirical_Studies_in_Applied_Economics/41_lBwAAQBAJ
.

1990 MT 486DX

Real price: $11,537.40
Computations per second: 20,000,000
Computations/second/dollar: 1,733

Price source: Bruce Brown, “Micro Telesis Inc. MT 486DX,” PC Magazine 9, no. 15 (September 11,
1990), 140, https://books.google.co.uk/books?id=NsgmyHnvDmUC.

https://www.nytimes.com/1987/09/20/business/the-executive-computer-compaq-s-gamble-on-an-advanced-chip-pays-off.html
https://www.nytimes.com/1987/09/20/business/the-executive-computer-compaq-s-gamble-on-an-advanced-chip-pays-off.html
https://www.nytimes.com/1987/09/20/business/the-executive-computer-compaq-s-gamble-on-an-advanced-chip-pays-off.html
http://www.computinghistory.org.uk/det/16967/Compaq-Deskpro-386-25-Type-38
https://www.google.com/books/edition/Empirical_Studies_in_Applied_Economics/41_lBwAAQBAJ
https://books.google.co.uk/books?id=NsgmyHnvDmUC


Performance source: Owen Linderholm, “Intel Cuts Cost, Capabilities of 9486; Will Offer
Companion Math Chip,” Byte, June 1991, 26, https://worldradiohistory.com/hd2/IDX-
Consumer/Archive-Byte-IDX/IDX/90s/Byte-1991-06-IDX-32.pdf.

1992 GATEWAY 486DX2/66

Real price: $6,439.31
Computations per second: 54,000,000
Computations/second/dollar: 8,386

Price source: Jim Seymour, “The 486 Buyers’ Guide,” PC Magazine 12, no. 21 (December 7, 1993),
226, https://books.google.com/books?id=7k7q-wS0t00C.

Performance source: Mike Feibus, “P6 and Beyond,” PC Magazine 12, no. 12 (June 29, 1993), 164,
https://books.google.co.uk/books?id=gCfzPMoPJWgC&pg=PA164.

1994 PENTIUM (75 MHZ)

Real price: $4,477.91
Computations per second: 87,100,000
Computations/second/dollar: 19,451

Price source: Bob Francis, “75-MHz Pentiums Deskbound,” Info World 16, no. 44 (October 31,
1994), 5, https://books.google.com/books?id=cTgEAAAAMBAJ&pg=PA5.

Performance source: Roy Longbottom, “Dhrystone Benchmark Results on PCs,” Roy Longbottom’s
PC Benchmark Collection, February 2017,
http://www.roylongbottom.org.uk/dhrystone%20results.htm.

1996 PENTIUM PRO (166 MHZ)

Real price: $3,233.73
Computations per second: 242,000,000
Computations/second/dollar: 74,836

Price source: Michael Slater, “Intel Boosts Pentium Pro to 200 MHz,” Microprocessor Report 9, no.
15 (November 13, 1995), 2, https://www.cl.cam.ac.uk/~pb22/test.pdf.

Performance source: Roy Longbottom, “Dhrystone Benchmark Results on PCs,” Roy Longbottom’s
PC Benchmark Collection, February 2017,
http://www.roylongbottom.org.uk/dhrystone%20results.htm.

https://worldradiohistory.com/hd2/IDX-Consumer/Archive-Byte-IDX/IDX/90s/Byte-1991-06-IDX-32.pdf
https://books.google.com/books?id=7k7q-wS0t00C
https://books.google.co.uk/books?id=gCfzPMoPJWgC&pg=PA164
https://books.google.com/books?id=cTgEAAAAMBAJ&pg=PA5
http://www.roylongbottom.org.uk/dhrystone%20results.htm
https://www.cl.cam.ac.uk/~pb22/test.pdf
http://www.roylongbottom.org.uk/dhrystone%20results.htm


1997 MOBILE PENTIUM MMX (133 MHZ)

Real price: $533.76
Computations per second: 184,092,000
Computations/second/dollar: 344,898

Price source: “Intel Mobile Pentium MMX 133 MHz Specifications,” CPU-World, accessed
November 10, 2021, https://web.archive.org/web/20140912204405/http://www.cpu-
world.com/CPUs/Pentium/Intel-Mobile%20Pentium%20MMX%20133%20-%20FV80503133.html.

Performance source: “Intel Mobile Pentium MMX 133 MHz vs Pentium MMX 200 MHz,” CPU-
World, accessed November 11, 2021, http://www.cpu-
world.com/Compare/347/Intel_Mobile_Pentium_MMX_133_MHz_(FV80503133)_vs_Intel_Pentiu
m_MMX_200_MHz_(FV80503200).html; Roy Longbottom, “Dhrystone Benchmark Results on
PCs,” Roy Longbottom’s PC Benchmark Collection, February 2017,
http://www.roylongbottom.org.uk/dhrystone%20results.htm. Per CPU-World’s testing, Mobile
Pentium MMX 133 MHz achieved 69.9 percent of the performance (Dhrystone 2.1 VAX MIPS) of
the Pentium MMX 200 MHz. For the latter, this was 276 MIPS in Roy Longbottom’s testing,
corresponding to an estimated 192,924,000 instructions per second for the former.

1998 PENTIUM II (450 MHZ)

Real price: $1,238.05
Computations per second: 713,000,000
Computations/second/dollar: 575,905

Price source: “Intel Pentium II 450 MHz Specifications,” CPU-World, accessed November 10, 2021,
https://web.archive.org/web/20150428111439/http://www.cpu-world.com:80/CPUs/Pentium-II/Intel-
Pentium%20II%20450%20-%2080523PY450512PE%20(B80523P450512E).html.

Performance source: Roy Longbottom, “Dhrystone Benchmark Results on PCs,” Roy Longbottom’s
PC Benchmark Collection, February 2017,
http://www.roylongbottom.org.uk/dhrystone%20results.htm.

1999 PENTIUM III (450 MHZ)

Real price: $898.06
Computations per second: 722,000,000
Computations/second/dollar: 803,952

Price source: “Intel Pentium III 450 MHz Specifications,” CPU-World, accessed November 10, 2021,
https://web.archive.org/web/20140831044834/http://www.cpu-world.com/CPUs/Pentium-III/Intel-

https://web.archive.org/web/20140912204405/http://www.cpu-world.com/CPUs/Pentium/Intel-Mobile%20Pentium%20MMX%20133%20-%20FV80503133.html
http://www.cpu-world.com/Compare/347/Intel_Mobile_Pentium_MMX_133_MHz_(FV80503133)_vs_Intel_Pentium_MMX_200_MHz_(FV80503200).html
http://www.roylongbottom.org.uk/dhrystone%20results.htm
https://web.archive.org/web/20150428111439/http://www.cpu-world.com:80/CPUs/Pentium-II/Intel-Pentium%20II%20450%20-%2080523PY450512PE%20(B80523P450512E).html
http://www.roylongbottom.org.uk/dhrystone%20results.htm
https://web.archive.org/web/20140831044834/http://www.cpu-world.com/CPUs/Pentium-III/Intel-Pentium%20III%20450%20-%2080525PY450512%20(BX80525U450512%20-%20BX80525U450512E).html


Pentium%20III%20450%20-%2080525PY450512%20(BX80525U450512%20-
%20BX80525U450512E).html.

Performance source: Roy Longbottom, “Dhrystone Benchmark Results on PCs,” Roy Longbottom’s
PC Benchmark Collection, February 2017,
http://www.roylongbottom.org.uk/dhrystone%20results.htm.

2000 PENTIUM III (1.0 GHZ)

Real price: $1,734.21
Computations per second: 1,595,000,000
Computations/second/dollar: 919,725

Price source: “Intel Pentium III 1BGHz (Socket 370) Specifications,” CPU-World, accessed
November 10, 2021, https://web.archive.org/web/20160529005115/http://www.cpu-
world.com/CPUs/Pentium-III/Intel-Pentium%20III%201000%20-
%20RB80526PZ001256%20(BX80526C1000256).html.

Performance source: Roy Longbottom, “Dhrystone Benchmark Results on PCs,” Roy Longbottom’s
PC Benchmark Collection, February 2017,
http://www.roylongbottom.org.uk/dhrystone%20results.htm.

2001 PENTIUM 4 (1700 MHZ)

Real price: $599.55
Computations per second: 1,843,000,000
Computations/second/dollar: 3,073,978

Price source: “Intel Pentium 4 1.7 GHz Specifications,” CPU-World, accessed November 10, 2021,
https://web.archive.org/web/20150429131339/http://www.cpu-world.com/CPUs/Pentium_4/Intel-
Pentium%204%201.7%20GHz%20-%20RN80528PC029G0K%20(BX80528JK170G).html.

Performance source: Roy Longbottom, “Dhrystone Benchmark Results on PCs,” Roy Longbottom’s
PC Benchmark Collection, February 2017,
http://www.roylongbottom.org.uk/dhrystone%20results.htm.

2002 XEON (2.4 GHZ)

Real price: $392.36
Computations per second: 2,480,000,000
Computations/second/dollar: 6,323,014

https://web.archive.org/web/20140831044834/http://www.cpu-world.com/CPUs/Pentium-III/Intel-Pentium%20III%20450%20-%2080525PY450512%20(BX80525U450512%20-%20BX80525U450512E).html
http://www.roylongbottom.org.uk/dhrystone%20results.htm
https://web.archive.org/web/20160529005115/http://www.cpu-world.com/CPUs/Pentium-III/Intel-Pentium%20III%201000%20-%20RB80526PZ001256%20(BX80526C1000256).html
http://www.roylongbottom.org.uk/dhrystone%20results.htm
https://web.archive.org/web/20150429131339/http://www.cpu-world.com/CPUs/Pentium_4/Intel-Pentium%204%201.7%20GHz%20-%20RN80528PC029G0K%20(BX80528JK170G).html
http://www.roylongbottom.org.uk/dhrystone%20results.htm


Price source: “Intel Xeon 2.4 GHz Specifications,” CPU-World, accessed November 10, 2021,
https://web.archive.org/web/20150502024039/http://www.cpu-world.com:80/CPUs/Xeon/Intel-
Xeon%202.4%20GHz%20-%20RK80532KE056512%20(BX80532KE2400D%20-
%20BX80532KE2400DU).html.

Performance source: Jack J. Dongarra, “Performance of Various Computers Using Standard Linear
Equations Software,” technical report CS-89-85, University of Tennessee, Knoxville, February 5,
2013, 7–29, http://www.icl.utk.edu/files/publications/2013/icl-utk-625-2013.pdf. The Dongarra
(2013) data is used here instead of the Longbottom (2017) data because by very roughly 2002,
MFLOPS ratings had become the dominant performance standard and that data is more consistent
and commensurable with subsequent machines’ ratings. Most data drawn from Dongarra uses the
“TPP Best Effort” metric, which is most commensurable with performance data from early
computers. Because TPP Best Effort data is not available for this CPU, it is approximated here using
the average ratio of TPP Best Effort MFLOPS to “LINPACK Benchmark” MFLOPS in the dataset.
For the fifteen other single-core, non-EM64T Xeon-powered computers tested by Dongarra, TPP
Best Effort value is on average 2.559 times that of the LINPACK Benchmark value. Additionally, the
data is averaged across results for this CPU from two different OS/compiler combinations.

2004 PENTIUM 4 (3.0 GHZ)

Real price: $348.12
Computations per second: 3,181,000,000
Computations/second/dollar: 9,137,738

Price source: “Intel Pentium 4 3 GHz Specifications,” CPU-World, accessed November 10, 2021,
https://web.archive.org/web/20171005171131/http://www.cpu-world.com/CPUs/Pentium_4/Intel-
Pentium%204%203.0%20GHz%20-%20RK80546PG0801M%20(BX80546PG3000E).html.

Performance source: Jack J. Dongarra, “Performance of Various Computers Using Standard Linear
Equations Software,” technical report CS-89-85, University of Tennessee, Knoxville, February 5,
2013, 10, http://www.icl.utk.edu/files/publications/2013/icl-utk-625-2013.pdf. The Dongarra (2013)
data is used here instead of the Longbottom (2017) data because starting with the Pentium 4,
MFLOPS ratings became the dominant performance standard and that data is more consistent and
commensurable with subsequent machines’ ratings.

2005 PENTIUM 4 662 (3.6 GHZ)

Real price: $619.36
Computations per second: 7,200,000,000
Computations/second/dollar: 11,624,919

https://web.archive.org/web/20150502024039/http://www.cpu-world.com:80/CPUs/Xeon/Intel-Xeon%202.4%20GHz%20-%20RK80532KE056512%20(BX80532KE2400D%20-%20BX80532KE2400DU).html
http://www.icl.utk.edu/files/publications/2013/icl-utk-625-2013.pdf
https://web.archive.org/web/20171005171131/http://www.cpu-world.com/CPUs/Pentium_4/Intel-Pentium%204%203.0%20GHz%20-%20RK80546PG0801M%20(BX80546PG3000E).html
http://www.icl.utk.edu/files/publications/2013/icl-utk-625-2013.pdf


Price source: “Intel Pentium 4 662 Specifications,” CPU-World, accessed November 10, 2021,
https://web.archive.org/web/20150710050435/http://www.cpu-world.com:80/CPUs/Pentium_4/Intel-
Pentium%204%20662%203.6%20GHz%20-%20HH80547PG1042MH.html.

Performance source: “Export Compliance Metrics for Intel Microprocessors Intel Pentium
Processors,” Intel, April 1, 2018, 4,
http://web.archive.org/web/20180601044504/https://www.intel.com/content/dam/support/us/en/docu
ments/processors/APP-for-Intel-Pentium-Processors.pdf.

2006 CORE 2 DUO E6300

Real price: $273.82
Computations per second: 14,880,000,000
Computations/second/dollar: 54,342,788

Price source: “Intel Core 2 Duo E6300 Specifications,” CPU-World, accessed November 10, 2021,
https://web.archive.org/web/20160605085626/http://www.cpu-world.com/CPUs/Core_2/Intel-
Core%202%20Duo%20E6300%20HH80557PH0362M%20(BX80557E6300).html.

Performance source: “Export Compliance Metrics for Intel Microprocessors Intel Pentium
Processors,” Intel, April 1, 2018, 12,
http://web.archive.org/web/20180601044310/https://www.intel.com/content/dam/support/us/en/docu
ments/processors/APP-for-Intel-Core-Processors.pdf.

2007 PENTIUM DUAL-CORE E2180

Real price: $122.23
Computations per second: 16,000,000,000
Computations/second/dollar: 130,899,970

Price source: “Intel Pentium E2180 Specifications,” CPU-World, accessed November 10, 2021,
https://web.archive.org/web/20170610094616/http://www.cpu-world.com/CPUs/Pentium_Dual-
Core/Intel-Pentium%20Dual-Core%20E2180%20HH80557PG0411M%20(BX80557E2180%20-
%20BXC80557E2180).html.

Performance source: “Export Compliance Metrics for Intel Microprocessors Intel Pentium
Processors,” Intel, April 1, 2018, 7,
http://web.archive.org/web/20180601044504/https://www.intel.com/content/dam/support/us/en/docu
ments/processors/APP-for-Intel-Pentium-Processors.pdf.
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http://web.archive.org/web/20180601044310/https://www.intel.com/content/dam/support/us/en/documents/processors/APP-for-Intel-Core-Processors.pdf
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http://web.archive.org/web/20180601044504/https://www.intel.com/content/dam/support/us/en/documents/processors/APP-for-Intel-Pentium-Processors.pdf


2008 GTX 285

Real price: $502.98
Computations per second: 708,500,000,000
Computations/second/dollar: 1,408,604,222

Price source: “NVIDIA GeForce GTX 285,” TechPowerUp, accessed November 10, 2021,
https://www.techpowerup.com/gpu-specs/geforce-gtx-285.c238.

Performance source: “NVIDIA GeForce GTX 285,” TechPowerUp, accessed November 10, 2021,
https://www.techpowerup.com/gpu-specs/geforce-gtx-285.c238.

2010 GTX 580

Real price: $690.15
Computations per second: 1,581,000,000,000
Computations/second/dollar: 2,290,796,652

Price source: “NVIDIA GeForce GTX 580,” TechPowerUp, accessed November 10, 2021,
https://www.techpowerup.com/gpu-specs/geforce-gtx-580.c270.

Performance source: “NVIDIA GeForce GTX 580,” TechPowerUp, accessed November 10, 2021,
https://www.techpowerup.com/gpu-specs/geforce-gtx-580.c270.

2012 GTX 680

Real price: $655.59
Computations per second: 3,250,000,000,000
Computations/second/dollar: 4,957,403,270

Price source: “NVIDIA GeForce GTX 680,” TechPowerUp, accessed November 10, 2021,
https://www.techpowerup.com/gpu-specs/geforce-gtx-680.c342 [inactive].

Performance source: “NVIDIA GeForce GTX 680,” TechPowerUp, accessed November 10, 2021,
https://www.techpowerup.com/gpu-specs/geforce-gtx-680.c342.

2015 TITAN X (MAXWELL 2.0)

Real price: $1,271.50
Computations per second: 6,691,000,000,000
Computations/second/dollar: 5,262,273,757

https://www.techpowerup.com/gpu-specs/geforce-gtx-285.c238
https://www.techpowerup.com/gpu-specs/geforce-gtx-285.c238
https://www.techpowerup.com/gpu-specs/geforce-gtx-580.c270
https://www.techpowerup.com/gpu-specs/geforce-gtx-580.c270
https://www.techpowerup.com/gpu-specs/geforce-gtx-680.c342


Price source: “NVIDIA GeForce GTX TITAN X,” TechPowerUp, accessed November 10, 2021,
https://www.techpowerup.com/gpu-specs/geforce-gtx-titan-x.c2632.

Performance source: “NVIDIA GeForce GTX TITAN X,” TechPowerUp, accessed November 10,
2021, https://www.techpowerup.com/gpu-specs/geforce-gtx-titan-x.c2632.

2016 TITAN X (PASCAL)

Real price: $1,506.98
Computations per second: 10,974,000,000,000
Computations/second/dollar: 7,282,098,756

Price source: “NVIDIA TITAN X Pascal,” TechPowerUp, accessed November 10, 2021,
https://www.techpowerup.com/gpu-specs/titan-x-pascal.c2863.

Performance source: “NVIDIA TITAN X Pascal,” TechPowerUp, accessed November 10, 2021,
https://www.techpowerup.com/gpu-specs/titan-x-pascal.c2863.

2017 AMD RADEON RX 580

Real price: $281.83
Computations per second: 6,100,000,000,000
Computations/second/dollar: 21,643,984,475

Price source: “AMD Radeon RX 580,” TechPowerUp, accessed November 10, 2021,
https://www.techpowerup.com/gpu-specs/radeon-rx-580.c2938.

Performance source: “AMD Radeon RX 580,” TechPowerUp, accessed November 10, 2021,
https://www.techpowerup.com/gpu-specs/radeon-rx-580.c2938.

2021 GOOGLE CLOUD TPU V4-4096

Real price: $22,796,129.30
Computations per second: 1,100,000,000,000,000,000
Computations/second/dollar: 48,253,805,968

Price source: Wherever possible, this chart uses open-market equipment purchase costs as prices,
which best reflects overall civilization-level progress in computing price-performance. Yet Google
Cloud TPUs are not sold externally and are made available only on a time-rental basis. Counting the
hourly rental costs as the price would reflect a staggeringly high price-performance, and while it
would be accurate for some very small projects (e.g., short machine-learning tasks for which buying
hardware wouldn’t be sensible), it would not reflect most actual use cases. Therefore, as a very rough

https://www.techpowerup.com/gpu-specs/geforce-gtx-titan-x.c2632
https://www.techpowerup.com/gpu-specs/geforce-gtx-titan-x.c2632
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approximation we can use 4,000 hours of working time as a functional equivalent to purchased
hardware—based on plausibly representative usage and common product replacement cycles. (While
it would be hard to confidently use such a speculative estimate for a same-year hardware comparison,
the long time span and logarithmic scale of this graph result in an overall trend that is relatively
insensitive to substantially different methodological assumptions for any given data point.) In
practice, cloud rental contracts are subject to negotiation and may vary significantly based on the
needs of a given customer and project. But as a plausibly representative figure, Google’s v4-4096
TPU might rent for $5,120 an hour, corresponding to $20.48 million for the amount of computation
time that a hardware owner might have put on a purchased processor. Price estimates are unofficial at
time of writing, and were extrapolated from public information and conversations with a range of
industry professionals. Google is likely to have released more extensive pricing information by press
time, but this too is imprecise, as factors specific to each project may play a substantial role in
pricing. See Google Cloud, “Cloud TPU,” Google, accessed December 10, 2021,
https://cloud.google.com/tpu; Google project manager, telephone conversations with author,
December 2021.

Performance source: Tao Wang and Aarush Selvan, “Google Demonstrates Leading Performance in
Latest MLPerf Benchmarks,” Google Cloud, June 30, 2021,
https://cloud.google.com/blog/products/ai-machine-learning/google-wins-mlperf-benchmarks-with-
tpu-v4; Samuel K. Moore, “Here’s How Google’s TPU v4 AI Chip Stacked Up in Training Tests,”
IEEE Spectrum, May 19, 2021, https://spectrum.ieee.org/heres-how-googles-tpu-v4-ai-chip-stacked-
up-in-training-tests.

2023 GOOGLE CLOUD TPU V5E

Real price: $3,016.46
Computations per second: 393,000,000,000,000
Computations/second/dollar: 130,285,276,114

Price source: Google Cloud estimates that the TPU v5e achieves price-performance 2.7 times that of
the TPU v4, measured on the MLPerf™ v3.1 Inference Closed benchmark, which is the gold
standard for running large language models. To maximize commensurability with the TPU v4-4096
estimate, which approximates plausible high-volume contract pricing, TPU v5e pricing is estimated
here per chip based on the known price-performance improvement. If we instead use only the
publicly available TPU v5e price of $1.20 per chip-hour, price-performance would be approximately
82 billion computations per second per constant dollar—but because discounts are common for large
cloud rental contracts, this would fall well short of reality. See Amin Vahdat and Mark Lohmeyer,
“Helping You Deliver High-Performance, Cost-Efficient AI Inference at Scale with GPUs and
TPUs,” Google Cloud, September 11, 2023,
https://cloud.google.com/blog/products/compute/performance-per-dollar-of-gpus-and-tpus-for-ai-
inference.

https://cloud.google.com/tpu
https://cloud.google.com/blog/products/ai-machine-learning/google-wins-mlperf-benchmarks-with-tpu-v4
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Performance source: INT8 performance per chip. See Google Cloud, “System Architecture,” Google
Cloud, accessed November 13, 2023, https://cloud.google.com/tpu/docs/system-architecture-tpu-
vm#tpu_v5e.
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CHAPTER 6: THE NEXT THIRTY YEARS IN HEALTH AND WELL-BEING
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